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1. Introduction 

1.1. Electrophysiology  

The development of electrophysiological techniques has progressed significantly over the 

centuries. Luigi Galvani's observation in 1791 of electric currents inducing muscle 

contraction marked a pivotal moment. In 1952, Hodgkin and Huxley's invention of the 

"voltage clamp" technique and Hubel and Wiesel's use of electrophysiological recordings 

for understanding higher visual processing further advanced the field. Today, 

electrophysiology encompasses a wide range of complex solutions. 

Extracellular recording, particularly with small-diameter electrodes, has become a 

dominant technique in neuroscience research. It enables the detection of action potentials 

from individual neurons, providing insights into neuron-level activity. 

Electrophysiology techniques can be categorized based on the recording-site used. 

Electroencephalography (EEG) measures the summed extracellular activity of cortical 

pyramidal cells using on-scalp electrodes. It is a non-invasive method but offers low 

spatiotemporal resolution of brain activity. Electrocorticography (ECoG) involves 

placing electrodes on the brain surface, providing better spatiotemporal resolution but 

requiring invasive installation. In-depth electrodes offer the highest spatiotemporal 

resolution but involve the most invasive installation procedure. 

To address the challenge of mixed signals from nearby neurons, spike sorting algorithms 

were developed. These algorithms separate single-unit activity from multiunit activity, 

allowing for precise analysis and decoding of neural signals. 

This work focuses specifically on the signals and analysis of in-depth electrodes. With 

their high spatiotemporal resolution, in-depth electrodes distinguish two major 

components: the low-frequency local field potential (LFP) and the high-frequency 

extracellular manifestation of action potentials from nearby individual neurons, also 

known as "spikes." 

1.2. Local Field Potential  

The extracellular voltage fluctuations generated by the collective activity of neurons in a 

local region of the brain are referred to as the local field potential. These fluctuations are 
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produced by transmembrane currents, which can originate from various sources, 

including synaptic activity, fast activity potentials, calcium spikes, intrinsic currents and 

spike afterhyperpolarizations (1). The contribution of the different currents to the 

recorded LFP is proportional to their distance from the recording electrode. Due to the 

multitude of contributing sources, interference occurs both spatially and in the frequency 

domain. Since distance is the primary factor influencing the nature of LFP, its structure is 

predominantly determined by the activity of neighboring cells, thereby providing a 

localized measure of neural activity surrounding the electrode. 

These fluctuations can be detected using microelectrodes implanted in the brain tissue. 

The LFP signal is typically measured as a voltage fluctuation over time, and it has a 

characteristic frequency range of a few Hz to a few hundred Hz (usually up to 300 Hz).  

1.3. Unit Activity  

Unit activity, also known as spike, refers to the electrical activity generated by individual 

neurons, more specifically to the action potentials.  

The axonal membrane potential of neurons gives rise to action potentials. These action 

potentials are constructed by different channels located in the axonal membrane, 

including voltage-gated sodium (Na+) channels and potassium (K+) channels.  

The membrane of a neuron at resting state is typically impermeable to most charged ions, 

which enables ion pumps to distribute different ions in different proportions between the 

extracellular and intracellular spaces. This process results in higher concentrations of Na+, 

Ca++, and Cl- ions outside of the cell, while K+ ions are more concentrated inside the 

neuron. However, passive K+ channels allow for the flow of K+ ions between the two 

sides of the membrane, which maintains the membrane potential close to the potassium 

reversal potential (resulting in a membrane potential of around -70mV) described by the 

Nernst equation. In the course of an action potential, voltage-gated Na+ channels open, 

facilitating the rapid influx of Na+ ions into the neuron, causing the membrane potential 

to deviate towards the reversal potential of sodium (approximately +55mV). The 

principles and mechanisms behind the electrical activity of neurons were first described 

by Hodgkin and Huxley (2–4).  

DOI:10.14753/SE.2024.2989



10 

The membrane potential is the result of ionic currents that are able to pass through the 

membrane in a proportional manner to their permeability, which is regulated by ion 

channels. At the dendritic level, synaptic activities are convolved and summed, and if the 

summed value reaches a threshold at the axon initial segment, it can trigger an action 

potential in an "all-or-nothing" fashion. Fast voltage-gated Na+ channels are major 

contributors to the initiation of action potentials. These channels provide the Na+ currents 

that are responsible for the sharp depolarizing effect at the start of the action potential. 

The effects of the action potential are not limited to intra-cellular processes and can be 

measured extracellularly with various recording techniques. 

The extracellular effect, or the unit activity can be measured with inserted measuring 

electrodes into the extracellular space, where single unit activity (SUA) and multiple unit 

activities (MUA) can be recorded.  

One important characteristic of SUA is its frequency range. The frequency range of SUA 

typically falls between 300-3000 Hz. This high frequency range is due to the fast 

transmembrane processes involved in action potential generation. The amplitude of unit 

activities recorded with an electrode is strongly influenced by the distance between the 

source of the activity and the electrode. This can make it challenging to detect spikes from 

neurons that are further away, as their amplitudes may be lower and more difficult to 

distinguish from background noise. In addition to frequency, the amplitude and waveform 

of SUA signals can also provide information about the neuron's behavior.  

The activity of the nearby neurons around the measuring electrode can provide 

information about their role in different processes, contributing to a more complete 

understanding of various brain functions, such as the thalamus or hippocampus. 

Electrophysiological recordings have been instrumental in identifying and characterizing 

different types of neurons and their interactions within neural networks, such as the 

hippocampal place cells (5,6) or the grid cells (7,8) in the entorhinal cortex. Place cells 

fire selectively in specific locations or environments, indicating the neural representation 

of space, while grid cells exhibit a regular firing pattern, representing the animal's location 

on a two-dimensional plane. These findings have played a substantial role in enhancing 

our understanding of the neural mechanisms that underlie spatial navigation and memory. 

The identification and characterization of different types of neurons provide insights into 
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the functional organization of the brain and have implications for understanding various 

neurological and psychiatric disorders. Extracellular recordings have also been used in 

neuroprosthetic devices (9–11), where neural activity is recorded and used to control 

artificial limbs or other devices. 

Spike sorting is a critical step in the analysis of extracellular recordings and involves 

identifying and separating individual SUA signals from other sources of electrical 

activity. Spike sorting can be a challenging problem due to the variability of SUA 

waveforms, the presence of noise, and the potential overlap of signals from different 

neurons. Several algorithms have been developed to address this problem, including 

template matching, principal component analysis, and clustering algorithms.   

1.4. Spike sorting process 

1.4.1. Filters and Detectors  

The first step in spike detection is usually filtering the wideband data from local field 

potential signals, low and high-frequency noises. This filtering is often performed in the 

frequency domain and typically falls between 300 and 3000 Hz (12,13). Once the data 

has been filtered, various methods can be used to detect the action potentials.  

One common approach is the threshold-based method (14–16), where a threshold is set 

based on the median value of the given channel ( eq 1.). 

Other methods use different types of energy operators to identify spikes (17–20). Wavelet 

decomposition is another approach (21), where the signal is decomposed into different 

frequency bands using wavelets, and spikes are detected in each channel separately. 

 𝑇𝑐 =
median(𝐷𝑐)

0.6745
 (1) 

1.4.1.1. Teager energy operator thresholding TEO 

The Teager energy operator (TEO) is a non-linear signal processing technique that 

provides an estimate of the instantaneous energy of a signal. TEO is used in various 

applications such as speech processing, image processing, and biomedical signal 

processing. In spike detection , TEO can be used as a thresholding technique to detect 

spikes in extracellular recordings (18,22). 
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TEO is calculated as the difference between the squared value of the signal and the 

product of the adjacent samples (eq.2). The resulting energy signal emphasizes high-

frequency components and suppresses low-frequency components, making it effective for 

detecting spikes in extracellular recordings. 

𝑇𝐸𝑂(𝑥, 𝑡) =  𝑥𝑡
2 −  𝑥𝑡−1𝑥𝑡+1 (2) 

The thresholding process involves setting a threshold value based on the estimated noise 

level of the recording. The signal is then compared to the threshold, and samples above 

the threshold are considered spike candidates. The TEO thresholding technique is 

effective at detecting spikes in noisy recordings, as it is less sensitive to low-frequency 

noise than other thresholding techniques. 

One advantage of TEO thresholding is its computational efficiency, as it requires only 

simple arithmetic operations. Additionally, TEO thresholding can be easily adapted to 

various types of extracellular recordings, including recordings with different electrode 

configurations and sampling rates. 

However, TEO thresholding has some limitations. It may fail to detect spikes with low 

energy levels, and it is sensitive to non-stationary noise, which can result in false 

detections. Therefore, TEO thresholding is often used in combination with other spike 

detection techniques to improve the overall spike detection performance. 

1.4.1.2. Template matching  

Template matching is a widely used method in spike detection, where spikes are detected 

by comparing the recorded waveform with a set of pre-defined templates (23,24). The 

basic idea is that the shape of the recorded waveform for a given neuron remains constant 

from one spike to another, and therefore, a template can be constructed for each neuron 

based on a subset of its spikes. The templates are then used to detect new spikes by 

computing the correlation between the recorded waveform and each template. 

In the template matching approach, the detection process typically involves two steps: 

template construction and template matching (24). In the template construction step, a set 

of waveforms that correspond to a single neuron is extracted from the recorded data. 

These waveforms are then aligned in time, relative to a common reference point, typically 

the peak or trough of the waveform, to account for small variations in the time of 
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occurrence of the spike. The aligned waveforms are then averaged to produce a template 

waveform that represents the typical shape of the spikes for that neuron. The template 

waveform is then normalized to have unit energy and used in the template matching step. 

In the template matching step, the recorded waveform is compared with each template 

waveform using a correlation coefficient or other similarity measure. The template 

waveform that maximizes the similarity measure is considered to be the best match, and 

a spike is detected if the similarity measure exceeds a certain threshold. The threshold is 

typically set to a value that ensures a low false positive rate while still detecting a high 

percentage of true spikes. 

Template matching has several advantages as a spike detection method. It is highly 

specific to individual neurons and can be used to detect spikes from overlapping neurons 

with high accuracy. It is also computationally efficient and can be easily implemented on 

hardware devices. However, it requires a set of pre-defined templates for each neuron, 

which can be time-consuming to construct and may not capture all the variability in the 

shape of the spikes. Additionally, the method may not be robust to changes in the 

waveform shape due to changes in the electrode position or other factors. 

1.4.1.3. Discrete Wavelet transform  

Discrete Wavelet transform (DWT) is often used to filter out noise and baseline drift, 

leaving behind the high-frequency spikes (25,26). The DWT decomposes the signal into 

different scales and time-frequency domains, allowing the extraction of specific signal 

features at different resolution levels. This decomposition enables a multi-scale analysis 

of the signal, which can be useful in detecting spikes that occur at different amplitudes 

and frequency ranges. The DWT coefficients are then thresholded to remove noise and 

extract only the wavelet coefficients that correspond to the spike waveform. After the 

thresholding step, the remaining wavelet coefficients can be reconstructed back into a 

spike waveform. This waveform can then be compared to a template waveform to 

determine if it matches a known spike shape. If the waveform matches the template, it is 

classified as a spike. 
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1.4.1.4. Deep learning methods 

More recently, deep learning methods have also been applied to spike detection. For 

example, a single dense layer has been used to detect spikes (27), and LSTM layers have 

been used to evaluate recordings per data point (28). These approaches use neural 

networks to learn patterns in the data that correspond to spikes and can achieve high 

accuracy in detecting spikes. 

In case of (27), fixed-length snippets are extracted from the filtered timeseries, and spike 

detection is performed individually for each channel. The fixed-length snippets are then 

inputted into a single dense layer. Following this, a Rectified Linear Unit (RELU) 

activation function is applied, and the resulting output is aggregated into a single output 

neuron. The output neuron employs a sigmoid function to produce the probability of the 

input snippet containing a spike or not. 

In a previous study (28), the combination of Convolutional layers and LSTM cells was 

explored. The aim of this hybrid architecture was to exploit the spatial filtering 

capabilities inherent in Convolutional layers, while also incorporating the memory and 

temporal modeling abilities provided by LSTM cells. By integrating these two 

components, the network was able to simultaneously consider both the local spatial 

context and the sequential temporal context during the process of making spike detection 

decisions. 

1.4.2. Feature extraction  

In spike sorting, the extraction of distinctive features from the spikes is crucial for 

accurate signal decoding.  

After successful data filtering and action potential detection, the spikes need to be 

realigned for further analysis. This involves binning them into fixed-length windows and 

aligning based on a temporal reference point, like maximum value or slope (29,30). While 

this method is crucial for clustering alternatives, it may be limited by high noise 

corruption (31). Upsampling and super-resolution alignment can mitigate these issues 

(32). 

Among the widely favored techniques for reducing dimensionality is principal component 

analysis (PCA) (33–38). This method involves creating a matrix of orthogonal basis 
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vectors found within the feature space that encompass the most significant variations. A 

similar alternative to PCA, the independent component analysis (ICA) has been also used 

in several studies (39–41). 

Other feature extraction methods consist of optimal wavelet transforms (42), wavelet 

packet decomposition used with support vector machine (43) or Laplacian eigenmaps 

(16). 

1.4.3. Clustering  

Clustering plays a crucial role in decoding extracellular action potentials. Clustering 

algorithms can be categorized as model-based or non-model-based, acknowledging the 

substantial differences within each group. 

Model-based approaches, such as Bayesian methods, expectation maximization, and 

maximum likelihood estimation, utilize spike probability distributions provided by 

generative models. These methods exhibit resilience to noise associations and enable 

cluster visualization (44). On the other hand, non-model-based methods focus on 

classification tasks. Manual clustering relies on apparent factors such as spike amplitude, 

duration, and channel location as indicators for patterns. These approaches have 

progressively given way to minimally supervised or unsupervised methods, including k-

means clustering from the partitional subclass. 

Learning-based clustering incorporates diverse approaches, ranging from single-layer 

perceptrons to advanced spiking neural networks, to improve spike sorting performance. 

Consensus and ensemble clustering capitalize on the diversity present in various 

clustering algorithms.  

In conclusion, there is no universally applicable clustering solution for spike sorting, and 

the selection of an algorithm depends on the specific characteristics of the data and feature 

set under consideration. 

1.4.3.1. K-means clustering 

K-means clustering is commonly used in spike sorting due to its simplicity, alongside 

other techniques such as hierarchical, graph-based, fuzzy logic, density-based, grid-

based, and learning-based methods. In K-means clustering, spike waveforms are assigned 
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to clusters by minimizing within-cluster variance or maximizing between-cluster 

separation. The algorithm iteratively updates cluster centroids until convergence is 

achieved. The choice of the number of clusters (K) is crucial and depends on the 

complexity of neural activity and desired separation level. Determining the optimal K 

value can be challenging, requiring domain knowledge and validation techniques like 

silhouette analysis. A notable limitation of K-means clustering is its underlying 

parametric assumption of spherical clusters, relying on the Euclidean distances from the 

centroids. This assumption proves inadequate for representing non-spherical neural data 

distributions, such as the ellipsoidal clusters encountered during electrode drift. 

Consequently, this parametric constraint may lead to suboptimal division of clusters and 

compromises the accuracy of spike sorting outcomes. 

1.4.3.2. Superparamagnetic clustering 

Hierarchical solutions in clustering analysis utilize Euclidean distance algorithms for 

optimal filter estimation. Graph-based clustering methods, such as spectral clustering and 

super-paramagnetic clustering (SPC) in wave_clus, incorporate nearest neighbor 

interactions. SPC draws inspiration from magnetic particle alignment to guide clustering. 

It involves randomly assigning spike waveforms to clusters, evaluating clustering energy 

based on spike similarity, and applying a sampling procedure to minimize energy by 

iteratively reassigning spikes. The process continues until a low-energy state is achieved, 

resulting in distinct clusters representing different neurons. 

1.4.3.3. HDBScan 

Density-based algorithms, like Hierarchical Density-Based Spatial Clustering of 

Applications with Noise (HDBScan), resemble human clustering strategies by focusing 

on agglomerated regions and low-density belts in the feature space. HDBScan, widely 

used in data mining and pattern recognition, has potential applications in spike sorting 

due to its ability to handle density variations and noise. HDBScan incorporates a 

hierarchical clustering approach to identify dense regions in the data based on point 

density. It constructs a Minimum Spanning Tree (MST) on the distance graph of the data 

points to capture the connectivity between these regions. The MST is then condensed into 

a dendrogram using hierarchical clustering techniques, revealing the hierarchical 

relationships between clusters of different densities. To determine the final clusters, 
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HDBScan employs a stability-based approach. It assesses the persistence of cluster 

memberships across different levels of the dendrogram, allowing for the identification of 

robust and meaningful clusters while disregarding unstable or noise-like structures. 

1.4.3.4. ISO-SPLIT 

The algorithm in ISO-SPLIT makes two key assumptions about cluster distributions 

within this feature space. Firstly, it assumes that each cluster originates from a density 

function that, when projected onto any line, exhibits unimodality with a single region of 

highest density. Secondly, it assumes that distinct clusters can be separated by a 

hyperplane, which is characterized by a relatively lower density in its surrounding 

neighborhood. These assumptions have been observed to hold for the majority of neurons 

across various brain regions, aligning with similar implicit assumptions found in many 

other neural clustering methods (45). 

1.5. End-to-end / automated solutions 

1.5.1. Online spike sorters 

On-chip spike sorters represent contemporary tools utilized for decoding neural spikes 

recorded from neural systems. These sorters predominantly rely on Field Programmable 

Gate Arrays (FPGAs) (46–49) or Application-specific Integrated Circuits (ASICs) (50–

52). Initially designed for conventional hardware, the Osort algorithm was subsequently 

adapted for FPGA platforms, combined with template matching as a clustering method 

(46,48). The FPGA implementation of Osort involves optimizing the algorithm to 

minimize memory access and numerical operations. In the most recent iterations of 

FPGA-based Osort, spatial correlation between channels is considered, utilizing a spatial 

window that operates on cluster memory (49). Another noteworthy FPGA-based 

technique is Hebbian PCA, which entails iteratively training eigenvectors for spike 

prediction (51,53,54). The growing number of publications focused on hardware-based 

spike sorting underscores the increasing emphasis on on-chip processing of neural signals 

(55).   

1.5.2. Offline spike sorters 

1.5.2.1. Kilosort 

Kilosort is a widely recognized and widely used method for end-to-end spike sorting in 

neuroscience research. Over time, Kilosort has undergone several updates and iterations 
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(56,57), each incorporating various improvements to its pipeline, enhancing its 

performance and capabilities. In Kilosort, a series of pre-processing steps are employed 

to prepare the data for spike sorting. These steps include common average referencing, 

temporal filtering, and spatial whitening, which collectively aim to eliminate low-

frequency fluctuations and correlated noise that may interfere with accurate spike 

detection and classification. To address common noise sources and fluctuations across 

channels, Kilosort utilizes zero-phase component analysis, a technique that effectively 

whitens the data. This process ensures that the data from different channels are adjusted 

to have comparable statistical properties, reducing the impact of spatial variations in noise 

and enhancing the accuracy of subsequent spike sorting steps.  

The algorithm models mean spike waveforms using singular value decomposition, 

incorporating customized "private" principal components for each spike. This method 

effectively reduces residual waveform variance compared to standard PCA 

approximation per channel. 

To infer spike times, cluster assignments, and amplitudes, Kilosort employs an integrated 

template matching framework. It identifies local maxima of dot products between 

template waveforms and raw data, considering amplitude proximity to the mean 

amplitude of the template. Spatiotemporal overlapping spikes are detected using a 

matching pursuit algorithm. Spike times, templates, and amplitudes are optimized by 

minimizing a quadratic function. Stochastic batch optimization is utilized to learn the 

templates. 

The overall process of Kilosort involves iterative optimization steps alternating between 

template matching and template optimization. Post-optimization merging is performed to 

identify pairs of clusters with continuous spike densities. The algorithm initializes with 

prototypical spikes and applies scaled K-means clustering based on local spike density. 

A key goal of Kilosort is to minimize a cost function that considers the difference between 

the recorded voltage and the model's predicted voltage. Additionally, the cost function 

includes a term that restricts the number of spikes with significantly deviant amplitudes. 

Spike times, amplitudes, templates, and cluster assignments are updated to optimize the 

cost function. The learning and inference steps are iterated until convergence, with 

additional steps for spike merging. 
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1.5.2.2. Spyking Circus 

SpyKING CIRCUS (58) is an algorithm specifically designed for robust and accurate 

spike sorting, offering advanced techniques to handle neuronal spike data recorded from 

extracellular electrodes. The algorithm consists of two main steps: clustering and template 

matching, each incorporating various processes to optimize spike sorting performance. 

During spike detection, SpyKING CIRCUS identifies spikes by detecting threshold 

crossings. Extracellular waveforms corresponding to randomly chosen spike times are 

isolated to capture the characteristics of the detected spikes. These waveforms, known as 

snippets, are then grouped based on their respective electrode positions. Clustering is 

performed separately on each group, allowing for the separation of different neurons 

within the dataset. 

To reduce noise and focus on relevant information, the snippets are masked, taking into 

consideration that a single cell's influence is localized to nearby electrodes. By retaining 

the signal on electrodes close to the voltage peak, the algorithm effectively reduces the 

memory requirements for each clustering step. PCA is employed to project the masked 

snippets into a lower-dimensional feature space. This step aids in feature extraction and 

dimensionality reduction, a common practice in spike sorting algorithms. 

SpyKING CIRCUS utilizes density-based clustering to identify centroids representing 

putative neurons within each group. The algorithm measures the density of points in the 

neighborhood of each snippet, taking into account the average distance to the 100 closest 

points and the distance to the closest point with higher density. By selecting the ten points 

with the highest ratio of distance-to-density, the algorithm determines the centroids. 

Remaining snippets are then assigned iteratively to the nearest centroid with the highest 

density, resulting in the classification of spikes to specific neurons. 

To address the issue of overlapping spikes, SpyKING CIRCUS incorporates a template 

matching step. Templates are extracted from the clusters and consist of averaged 

extracellular waveforms evoked by putative cells, along with the direction of the largest 

variance orthogonal to these average waveforms. The algorithm assumes that each 

waveform triggered by a cell is a linear combination of these components, allowing for 

variations in amplitude and shape. The template matching process uses a greedy iterative 

approach inspired by the projection pursuit algorithm, comparing the templates to the raw 
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data. The similarity between the first component of the template and the raw signal is 

evaluated, and if it falls within predetermined thresholds, the template is matched and 

subtracted from the raw signal. This process continues until no further matches can be 

made, resulting in the identification of spikes associated with specific cells. 

Upon completion of the algorithm, SpyKING CIRCUS outputs putative cells, 

characterized by their templates, along with the corresponding spike times at which the 

templates were matched to the raw data. This comprehensive approach ensures accurate 

spike sorting and provides valuable information for further analysis and interpretation of 

neuronal activity. 

1.5.2.3. MountainSort4  

MountainSort4 (45) is an advanced spike sorting algorithm that utilizes the ISO-SPLIT 

clustering algorithm as its core component. MountainSort4 is a spike sorting algorithm 

used to analyze neuronal activity in multi-electrode recordings. It involves several stages 

of preprocessing, event detection, feature extraction, clustering, and cluster consolidation. 

The preprocessing stage includes bandpass filtering each channel of the recorded signal 

between 600 Hz and 6000 Hz. Spatial whitening is then applied to remove correlations 

among channels that are not due to the neuronal signals of interest. This whitening step is 

crucial for separating nearby clusters. 

Event detection is performed independently on each electrode using the preprocessed 

(whitened) data. An event is flagged when it meets two criteria: it exceeds a detection 

threshold in standard deviations away from the mean, and there is a minimum time 

difference between two events on the same channel. 

Feature extraction is performed by extracting event clips centered around the detected 

events. PCA is then applied to compute PCA features in a high-dimensional feature space. 

Clustering is performed using the ISO-SPLIT algorithm in the n-dimensional feature 

space (n=10). The branch method is used to increase sensitivity in distinguishing between 

nearby clusters by recursively recomputing PCA features and clustering. Overall, 

MountainSort4 provides a non-parametric spike sorting approach that handles multi-

electrode recordings. 
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1.6. Challenges 

1.6.1. Noise 

In electrophysiological recordings, noise can originate from multiple sources, including 

amplifier and electrode noise, environmental noise, and background neural activity. This 

noise can introduce distortions and obscuration to spike waveforms, posing challenges in 

accurately classifying spikes based on their waveform characteristics. Several noise 

reduction techniques have been developed to address this issue, including filtering, PCA 

denoising, and wavelet denoising. However, these methods may inadvertently remove or 

distort crucial signal features, leading to difficulties in spike sorting accuracy. 

The foundation of classical signal-detection theory heavily depends on the premise that 

channels showcase the presence of additive white Gaussian noise, leading to the 

development of corresponding signal-detection techniques. However, noise in 

extracellular recordings has been found to deviate from this assumption, being both non-

white and non-Gaussian (59). Consequently, many classical techniques are not applicable 

in this context. Additionally, signal-detection approaches that do not presume Gaussian 

noise but still rely on understanding the noise distribution encounter obstacles when 

employed with neural data, primarily due to the absence of precise noise models, 

especially those that remain valid across diverse experimental configurations. 

1.6.2. Lack of ground truth data  

One of the main difficulties in spike sorting is the lack of ground truth data. The lack of 

a gold standard makes it difficult to evaluate the performance of spike sorting algorithms 

and to compare different methods.  

The utilization of synthetic datasets for evaluating spike sorting algorithms offers certain 

advantages; however, there are notable disadvantages associated with their use. These 

drawbacks primarily stem from the inherent limitations of synthetic datasets in faithfully 

representing the complexities and intricacies of real neural data. 

One significant disadvantage is the limited representativeness of synthetic datasets. Due 

to their artificial nature, synthetic datasets often fail to capture the full range of variations 

and nuances present in real neural recordings. They are typically generated based on 

simplified assumptions and models, which may not adequately encompass the diverse 
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array of spike shapes, noise patterns, and interneuronal correlations encountered in actual 

experimental settings. Consequently, the performance assessment of spike sorting 

algorithms solely based on synthetic datasets may not accurately reflect their real-world 

capabilities and generalizability. 

In contrast, paired datasets, which contain simultaneous recordings of both extracellular 

and intracellular signals from individual neurons, are an important source of ground truth 

data. However, paired datasets are relatively scarce and time-consuming to obtain, 

limiting their use in developing and evaluating spike sorting algorithms. 

To address this issue, hybrid datasets have been proposed, which consist of simulated or 

partially simulated data based on real recordings. These datasets combine the advantages 

of both simulated and real data, allowing for a greater degree of control over the ground 

truth while retaining some of the complexity and variability of real data. However, hybrid 

datasets are still limited in their ability to capture the full range of variability and 

complexity in real neural recordings, and there may be differences in the statistical 

properties of simulated and real data that could affect the performance of spike sorting 

algorithms. 

1.6.3. Overlapping spikes 

The problem of spatial-temporally overlapping spikes frequently challenges spike sorting 

algorithms. When different neurons fire within a confined time window, their waveforms 

can overlap (60). This can cause difficulty in accurately detecting and sorting individual 

spikes, as they may be merged together or appear as a single large spike, making it 

difficult to extract suitable subcomponent features for clustering. 

To address overlapping spikes, various approaches have been proposed. One 

straightforward solution involves censoring spikes with double peaks to mitigate the 

problem, while deconvolution methods can be employed for cases with mild overlap (61). 

Other strategies include combining pairwise action potential waveform templates at 

different time shifts to enhance sorting accuracy (62). Alternative methods have also been 

explored: blind source separation techniques, and careful examination of spike cluster 

centers can aid in automated template merging and resolving overlapping spikes 

(34,40,63,64). Wavelet Packets Decomposition and Mutual Information (WM sorting) 
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specifically targets overlapping spikes and has shown superior performance compared to 

other methods discussed. However, its computational intensity raises concerns about its 

real-time applicability (65).  

Recently, deep learning-based approaches have also been applied to the problem of 

separating overlapping spikes. For example, some models use recurrent neural networks 

(66) to model the temporal dependencies of the spike train and estimate the firing times 

of individual neurons from the overlapping signals. 

Nevertheless, the separation of spatial-temporally overlapping spikes remains a 

challenging problem, and further research is essential to enhance the accuracy and 

efficiency of spike sorting algorithms in such scenarios. 

1.6.4. Drifting  

Drift is a prevalent issue encountered in spike sorting and single-unit recordings, arising 

from the shifting position of recording electrodes over time. The causes and duration of 

these drifts can vary. Mechanical factors, such as pressure release in the tissue after probe 

insertion, can result in gradual displacements of cells from their initial positions. 

Additionally, physiological factors including cardiac and breathing cycles, as well as 

minor animal movements during recording sessions, can contribute to drift (67–69). 

Consequently, signals from the same neuron may be detected on different channels at 

different times, leading to cluster splitting or the formation of erroneously classified 

groups of action potentials. Furthermore, drifting can affect the shape and amplitude of 

recorded waveforms, making it challenging to match them with known neuron templates. 

Several strategies have been developed to mitigate the impact of drifting in spike sorting. 

These solutions can be categorized into two main approaches: pre-processing and post-

processing (70). Pre-processing drift handling involves non-rigid spatial registration of 

extracellular signals to correct for drift. This method emulates drift-correction procedures 

utilized in calcium imaging (71), aiming to maintain the consistency of activity 

histograms over time (72,73). However, pre-registration introduces distortions to the 

input data, potentially introducing unwanted artifacts that impact spike sorting 

performance. 
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Another approach involves incorporating spike localization and motion correction to 

facilitate downstream clustering. Precise estimation of spike positions relative to the 

probe layout can serve as an additional feature for clustering. Advanced techniques such 

as variational inference (74) or point-source models (75) aimed at estimating spike 

positions and establishing depth localization. Leveraging estimated positions during 

clustering enhances the identification and tracking of distinct clusters over time (76,77). 

Alternatively, drifts can be addressed at the post-processing stage by dividing the 

recording into small overlapping temporal intervals and performing sorting independently 

on each chunk. By analyzing the overlapping regions, connections can be established, and 

cell identities can be tracked despite minor waveform variations. However, this approach 

requires running multiple instances of the spike sorting procedure, potentially slowing 

down the overall processing pipeline. 

Overall, the problem of drifting in spike sorting and single-unit recordings is a significant 

challenge that requires careful consideration in experimental design and data analysis. A 

combination of multi-channel recordings, drift correction, and denoising techniques can 

help to mitigate the effects of drifting and improve the accuracy of spike sorting. 

1.6.5. Scalability 

The advancement of electrode technologies allows for an increase in the number of 

channels on a single electrode, thereby expanding the ability to gain insights into the 

activity of larger brain areas. This enhancement enables a superior interpretation of neural 

population activity (78). However, spike sorting algorithms encounter notable challenges 

in terms of scalability, necessitating the efficient management of a substantial number of 

recorded channels and spikes. 

Larger electrode arrays and higher channel counts require the processing and analysis of 

larger data volumes. This entails tasks such as waveform detection, feature extraction, 

and clustering across multiple channels simultaneously. The complexity of these tasks 

escalates rapidly with an increasing number of channels, emphasizing the need for 

efficient algorithms and parallel computing strategies to maintain reasonable processing 

times. To tackle this challenge, an effective strategy involves embracing a divide-and-

conquer processing technique (34). This approach facilitates the identification of 
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duplicated or overlapping spikes, while also furnishing comprehensive spatial 

information action potentials sources.  

The development of scalable algorithms assumes critical importance in extracting 

meaningful neural information from recorded data while ensuring computational 

efficiency and accuracy. This necessitates continuous advancements in electrode 

technologies, as well as the design of effective data processing techniques and algorithms.  
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2. Objectives 

2.1. Applying semi-supervised deep learning methods to spike sorting  

Objective 2.1 focuses on utilizing semi-supervised deep learning methods for spike 

sorting. The primary aim is to develop and implement innovative semi-supervised deep 

learning architectures specifically designed for spike sorting applications. These 

architectures will be trained using a combination of labeled spikes, obtained through 

manual annotation, and synthetic spikes generated through a combination of unsupervised 

and supervised techniques. 

Evaluation of the developed spike sorting solution will involve rigorous testing on both 

synthetic datasets and real experimental data. Performance metrics such as accuracy, 

precision, recall, and F1 score will be used to assess the quality of the spike sorting results. 

Furthermore, the computational efficiency of the proposed method will be thoroughly 

evaluated to determine its feasibility for real-time or near-real-time applications. 

2.2. Developing a deep learning solution for edge devices  

Objective 2.2 centers around the development of a deep learning solution that is 

specifically optimized for Tensor Processing Units (TPUs). This involves adapting 

existing deep learning architectures and algorithms to efficiently utilize the parallel 

processing capabilities of TPUs. Special attention is given to designing network 

architectures that maximize the utilization of TPU's hardware features, while considering 

memory limitations and communication overhead.  

The goal of this objective is to create a deep learning solution tailored for TPUs. By 

harnessing the power of these specialized hardware accelerators, it becomes possible to 

achieve local spike sorting efficiently, even with TPUs' compact form-factor. This 

optimized solution brings the potential for achieving close to state-of-the-art performance 

in an energy-efficient manner.   
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3. Methods 

3.1. Overview of the working environment and key tools utilized 

The working environment in this scenario involves the use of Python 3 along with two 

important libraries, NumPy and Tensorflow. Python is a popular programming language 

that is widely used in data science, machine learning, and other scientific applications. 

NumPy is a library for numerical computing in Python that provides efficient array 

operations and linear algebra capabilities. Additionally, the recordings are managed 

through Spikeforest (79), a platform for managing and analyzing extracellular recordings 

from different sources. 

TensorFlow is a popular open-source deep learning framework developed by Google. It 

provides a comprehensive set of tools for building and deploying deep learning models 

across a range of platforms and devices. TensorFlow includes a flexible and intuitive 

programming interface, Keras, that allows developers to define, train, and deploy 

complex neural networks with ease. It also includes a wide range of pre-built neural 

network architectures, such as convolutional neural networks (CNNs), recurrent neural 

networks (RNNs), and transformers, as well as a variety of optimization algorithms and 

loss functions. 

Spikeforest, on the other hand, is an open-source framework for managing, analyzing, 

and sharing electrophysiology data from neural recordings. Spikeforest provides a suite 

of tools for organizing and processing data from multiple recording platforms. The 

provided database includes synthetic datasets (80,81), paired datasets (58,82) and hybrid 

datasets as well. It also includes a variety of data analysis tools, such as spike sorting 

algorithms, and allows users to easily share and collaborate on their data and analysis 

results. 

When used together, Spikeforest and TensorFlow provide a powerful set of tools for 

analyzing and processing electrophysiological data and building deep learning models for 

tasks such as spike detection, feature extraction or even end-to-end spike sorting. By 

converting recordings from Spikeforest into TensorFlow-compatible tfrecord files, users 

can take advantage of TensorFlow's flexible and efficient data processing capabilities, as 

well as its extensive library of pre-built deep learning layers.  
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3.2. Overview of the used datasets  

3.2.1. Fiath dataset 

The Fiath dataset (83) encompasses nine recordings obtained from a high-density silicon 

MEA consisting of 128 channels. The MEA features a square-shaped configuration with 

a 32 × 4 sensor array. The recordings were conducted at a sampling rate of 20 kHz and 

targeted various neocortical areas, including the somatosensory cortex, parietal 

association cortex, motor cortex, and cingulate cortex. 

To establish spike labels for the dataset, the KiloSort algorithm (56) was employed. 

Subsequently, the resulting clusters of neural activity underwent manual refinement using 

Phy and custom-written MATLAB scripts. The manual correction process involved 

several techniques, such as cluster merging, cluster separation based on Feature-View 

analysis, and the removal of clusters with fewer than 100 elements, which were 

considered noise. Clusters demonstrating low inter-unit waveform variability and 

exhibiting a distinct refractory period were deemed of high quality. 

Furthermore, additional custom scripts were applied to refine the results further by 

removing low-amplitude waveforms identified as units with a peak-to-peak amplitude of 

less than 60 μV. 

3.2.2. Paired datasets 

Paired datasets offer valuable advantages as they provide a ground-truth reference for 

real-world extracellular recordings. However, their utility is constrained by the 

requirement for intracellular monitoring, resulting in the availability of ground-truth 

labels for only one neuron. Consequently, the assessment of paired datasets is primarily 

focused on evaluating the spike detection phase of the spike sorting process. 

Since ground-truth labels are available for only one cluster among potentially numerous 

clusters, the evaluation of clustering becomes limited. Meaningful comparisons can only 

be made between the ground truth cluster and other clusters. However, evaluating the 

relationships between different clusters becomes challenging in the absence of ground-

truth labels for those clusters.  

As a result, in this work, the use of paired datasets is dedicated to the evaluation of spike 

detection systems. 
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3.2.2.1. Kampff dataset  

The Kampff Lab provided a dataset (82) that utilized both an extracellular silicon MEA 

and a glass micro-pipette to monitor the potential inside the cell body of individual 

neurons at varying inter-probe distances, ranging from 800 to 1800 μm deep in the cortex. 

The measurements were taken at a sampling rate of 30 kHz from the cortex of 

anesthetized rats. Juxtacellular signals were analyzed using a custom script based on 

thresholding, resulting in the creation of a binary label for each of the 128-channel 

recordings in the dataset.  

3.2.2.2. Boyden dataset 

The Boyden dataset (84) consists of recordings obtained using electrode arrays designed 

and constructed at the MIT Microsystems Technology Laboratories. The recording sites 

on the arrays were approximately 9 × 9 μm in size and spaced 2 μm apart in two columns, 

forming a 64x2 site grid, resulting in a total of 128 channels.  

The authors developed an automated system that simultaneously performed patch-clamp 

recordings and extracellular recordings from the same neuron. By comparing the patch-

clamp data with the extracellular recordings, they assessed how well the multielectrode 

arrays captured the spiking information from the neuron. The dataset includes recordings 

from the mammalian cortex, specifically investigating how bursting activity affects the 

performance of spike sorting algorithms on close-packed multielectrode arrays. 

3.2.2.3. Yger dataset 

The Yger dataset (58) includes recordings of ganglion cells in mice retina using loose 

patch recordings combined with dense extracellular recordings from 252 channels. The 

probe layout used is a 16x16 multi-electrode array with 30 μm spacing. However, an 8x8 

sub-array was extracted from the original 16x16 array, excluding the four corners, 

resulting in 64 channels used for the dataset. The recordings were conducted at a sampling 

rate of 20 kHz. 

3.2.3. Hybrid Janelia  

Hybrid Janelia dataset comprises a combination of real-world data and synthetic methods 

to generate a comprehensive recording. The waveform templates used in this study were 

obtained through high-speed recordings conducted at a sampling rate of 30 kHz, 
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employing electrodes spaced 5 μm apart. These recordings were part of Kampff's Ultra 

Dense Extracellular Survey, and the corresponding reference can be found in the 

literature. 

Using the real-world waveform templates as a basis, a synthetic dataset was created by 

introducing various modifications. These modifications involved the addition of noise to 

simulate real-world conditions, and in some instances, the introduction of drifting. The 

drifting was implemented using a 2D interpolation technique. 

The hybrid nature of the recordings enables the evaluation of spike sorting solutions in a 

manner that closely mimics real-world extracellular recordings. The Spikeforest platform 

provides access to individual recordings that are split into two parts, such way, one part 

can be used for training and validation, while the other part is reserved for testing 

purposes. Moreover, the recordings within the dataset can be categorized based on the 

presence or absence of drifting. This categorization provides researchers with flexibility 

in selecting recordings that align with their specific objectives. Additionally, the dataset 

encompasses recordings with different channel counts, catering to diverse experimental 

requirements. For the purposes of this study, 64 and 32 channel recordings were utilized. 

3.3. Overview of the evaluation metrics   

3.3.1. Standard metrics  

Evaluation metrics are used to measure the performance of a model's predictions. Here, 

we will discuss several evaluation metrics that are commonly used in the context of spike 

sorting. These metrics are Recall, Precision, F1 (micro, macro, weighted), and Accuracy. 

3.3.1.1. Recall 

Recall, also known as sensitivity, is a metric that measures the percentage of true positive 

results that were correctly identified by the model. It is the ratio of the number of true 

positives to the total number of actual positives (eq. 3). A high recall value indicates that 

the model is correctly identifying most of the spikes in the data. 

𝑅 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
 (3) 
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3.3.1.2. Precision 

Precision, also known as specificity, is a metric that measures the percentage of true 

positive results out of all the positive results that the model has predicted. It is the ratio 

of the number of true positives to the total number of positive predictions made by the 

model (eq. 4). A high precision value indicates that the model has a low rate of false 

positives. 

𝑃 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
 (4) 

3.3.1.3. F1 scores 

F1 Score is the harmonic mean of precision and recall. It is a measure of the model's 

accuracy that takes both precision and recall into account. The F1 Score is calculated 

according to eq. 5. It is a value between 0 and 1, where 1 indicates perfect precision and 

recall, and 0 indicates the worst possible performance.  

   𝐹1 = 2 ∙
𝑅∙𝑃

𝑅+𝑃
 (5) 

𝑅𝑚 =
∑ 𝑇𝑃𝑗

𝐶
𝑗=1

∑ (𝑇𝑃𝑗+𝐹𝑁𝑗)𝐶
𝑗=1

,      𝑃𝑚 =
∑ 𝑇𝑃𝑗

𝐶
𝑗=1

∑ (𝑇𝑃𝑗+𝐹𝑃𝑗)𝐶
𝑗=1

,      𝐹1
𝑚 = 2 ∙

𝑅𝑚∙𝑃𝑚

𝑅𝑚+𝑃𝑚
 .  (6) 

𝐹1
𝑀 =

1

𝐶
∑ 𝐹1𝑗

𝐶
𝑗=1  (7) 

𝐹1
𝑊 =

∑ 𝑛𝑗∙𝐹1𝑗
𝐶
𝑗=1

∑ 𝑛𝑗
𝐶
𝑗=1

  (8) 

In multi-class classification problems, we can calculate the F1 Score for each class. The 

Micro F1 Score (eq. 6) takes TP, FP and FN globally across categories (C). The Macro 

F1 Score (eq. 7) is the unweighted average of the F1 Scores of all classes. The Weighted 

F1 Score is the weighted average of the F1 Scores of all classes, weighted by the number 

of samples in each class. 

3.3.1.4. Accuracy 

Accuracy is a metric that measures the percentage of correct predictions made by the 

model out of all the predictions made. It is the ratio of the number of correct predictions 

to the total number of predictions made by the model (eq. 9). Accuracy is not always a 

good metric for evaluating the performance of a model in spike sorting, as it can be 
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misleading in the presence of imbalanced classes or when the dataset contains many noise 

events. 

𝐴 =
𝑇𝑃

𝑇𝑃+𝐹𝑁+𝐹𝑃
 (9) 

Recall, Precision, and F1 Score are commonly used metrics for evaluating the 

performance of a model. Micro F1, Macro F1, and Weighted F1 are useful when dealing 

with imbalanced datasets.  

3.3.2. Custom evaluation methods  

3.3.2.1. xSpeed 

A custom metrics, xSpeed is introduced to assess the relative acceleration of the sorting 

speed compared to the actual recording duration. The xSpeed metric serves as a 

quantitative indicator of the efficiency exhibited by the sorting algorithm, highlighting its 

ability to process data at an accelerated pace. 

To compute xSpeed, two primary parameters are considered: the record duration, 

representing the total duration of the recorded data, and the sorting time, indicating the 

time required by the algorithm to complete the sorting process. The xSpeed value is 

obtained by dividing the record duration by the sorting time, quantifying the factor by 

which the sorting speed surpasses the actual recording duration (eq. 10). 

𝑥𝑆𝑝𝑒𝑒𝑑 =
𝑅𝑒𝑐𝑜𝑟𝑑 𝑑𝑢𝑟𝑎𝑡𝑖𝑜𝑛

𝑆𝑜𝑟𝑡𝑖𝑛𝑔 𝑡𝑖𝑚𝑒
 (10) 

A higher xSpeed value denotes a more efficient sorting process, signifying that the 

algorithm can process the data at a significantly faster rate compared to the duration of 

the recorded data. This observation implies that the algorithm exhibits timely data 

handling capabilities, potentially leading to reduced overall processing time for sorting 

operations. 

3.3.2.2. MES 

The evaluation of the self-supervised model involved the examination of multiple 

similarity matrices. To construct the Mean Embedding Similarity (MES) matrix, 

waveform samples were processed by the model's encoder to generate feature vectors in 

a latent space. These vectors were then grouped according to their ground truth cluster 
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identity. Using the Euclidean distance calculation, the distances between the feature 

vectors within each group were determined (eq.11). The resulting distance values were 

used to populate a similarity matrix (s), which facilitated the assessment of cluster 

separability within the latent space. To normalize the values in s, the minimum and 

maximum values of s were determined. By subtracting the minimum value from each 

element (si,j) and dividing the result by the difference between the maximum and 

minimum values, the values in s were normalized. Subsequently, 1 was subtracted from 

each value to obtain the normalized value for MES (eq. 12). 

𝑠𝑖,𝑗 =  ‖
1

𝑁
∑ 𝐸𝑛𝑐𝑜𝑑𝑒𝑟(𝑥𝑖,𝑛

𝑤 )𝑛 −
1

𝑀
∑ 𝐸𝑛𝑐𝑜𝑑𝑒𝑟(𝑥𝑗,𝑚

𝑤 )𝑚 ‖
2
 (11) 

𝑀𝐸𝑆𝑖,𝑗 = 1 − 
𝑠𝑖,𝑗−minimum (𝑠)

𝑚𝑎𝑥𝑖𝑚𝑢𝑚(𝑠)
  (12) 

3.3.2.3. DBS 

To create the Distance Between Clusters matrix (DBS), the distances between the 

different clusters on the channel axis (xch) were considered. The process of constructing 

the matrix involved several steps. First, a standard distance matrix (d) was created using 

eq. (13), which calculates the distance between two clusters based on their positions on 

the channel axis. Next, this matrix was normalized to ensure that all the values were 

within a specific range. Finally, the values in the matrix were inverted using Eq. (14). 

This resulted in the final distance matrix DBS, which represents the distance between the 

different clusters on the channel axis. The values in the matrix are normalized and 

inverted to ensure that they are easy to interpret and compare. 

𝑑𝑖,𝑗 =  𝑥𝑗
𝑐ℎ −  𝑥𝑖

𝑐ℎ (13) 

𝐷𝐵𝑆𝑖,𝑗 = 1 −  
𝑑𝑖,𝑗−minimum (𝑑)

𝑐ℎ𝑎𝑛𝑛𝑒𝑙_𝑛𝑢𝑚𝑏𝑒𝑟
  (1) 

By combining and normalizing the MES matrix and the DBS matrix, a Combined matrix 

was formed (eq. 15). This matrix integrates both the positional differences between 

clusters along the channel axis and the similarity of their feature vectors. It provides a 

comprehensive view of cluster separability, considering both spatial positioning and 

feature characteristics. 
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𝐶𝑜𝑚𝑏𝑖𝑛𝑒𝑑 =
𝑀𝐸𝑆∙𝐷𝐵𝑆

maximum (ME𝑆∙𝐷𝐵𝑆)
  (2) 

3.3.2.4. TES 

Furthermore, the Template Embedding Similarity matrix (TES) was constructed to 

investigate the distances between the embeddings of cluster-wise averaged waveforms 

(eq.16).  

𝑇𝐸𝑆𝑖,𝑗 = ‖𝐸𝑛𝑐𝑜𝑑𝑒𝑟 (
1

𝑁
∑ 𝑥𝑖,𝑛

𝑤
𝑛 ) − 𝐸𝑛𝑐𝑜𝑑𝑒𝑟 (

1

𝑀
∑ 𝑥𝑖,𝑚

𝑤
𝑚 )‖

2
 (3) 

 

3.4. Methods related to applying semi-supervised deep learning methods to spike 

sorting  

3.4.1. Autoencoders  

Autoencoder models are an unsupervised deep learning paradigm aimed at reproducing 

input data while performing feature reduction. A pivotal component in autoencoders is 

the latent layer, which acts as a bottleneck with significantly fewer nodes than the input. 

The concept of autoencoders was initially introduced in a seminal publication in 1986 

(85). 

The autoencoder formulation is defined by the following equations: 

𝒛 = 𝐸𝑛𝑐𝑜𝑑𝑒𝑟(𝒙),
𝒙′ = 𝐷𝑒𝑐𝑜𝑑𝑒𝑟(𝒛),

 (4) 

where the encoder Encoder and decoder Decoder are differentiable functions, often 

implemented using deep learning architectures. The latent layer z serves as a compressed 

representation of the input snippet x, while x' represents the reconstructed output. 

 

The traditional principle in constructing autoencoder architectures entails mirroring the 

encoder structure to design the decoder. However, in this study, a more flexible approach 

will be adopted, which will be discussed in detail later. During training, the autoencoder 

endeavors to minimize the reconstruction error, which quantifies the discrepancy between 

the reconstructed output x' and the original input x. This reconstruction error serves as 

the optimization objective for model training. 
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Deep learning autoencoders are neural networks specifically designed to learn encoding 

and decoding processes for data compression in a compressed representation. The 

underlying idea revolves around capturing a low-dimensional representation of high-

dimensional data, yielding reconstructed data that closely approximates the original input. 

Training an autoencoder involves unsupervised learning techniques applied to a given 

dataset. 

Autoencoders comprise two fundamental components: an encoder and a decoder. The 

encoder learns to compress the input data into a condensed representation, commonly 

referred to as a latent code. Subsequently, the decoder employs this latent code to 

reconstruct the original input data. Both the encoder and decoder are typically 

implemented as neural networks, and their weights are learned through backpropagation 

and gradient descent algorithms. The training process aims to minimize the reconstruction 

loss, which quantifies the discrepancy between the original input data and the 

reconstructed output data (eq.18). The reconstruction loss is typically evaluated using 

distance metrics such as mean squared error or binary cross-entropy. 

𝐿(𝒙, 𝒙′) = ∑‖𝑥𝑖 − 𝑥′𝑖‖2
2

𝑁

𝑖=0

= ∑‖𝑥𝑖 − 𝐷𝑒𝑐𝑜𝑑𝑒𝑟(𝐸𝑛𝑐𝑜𝑑𝑒𝑟(𝑥𝑖))‖
2

2
𝑁

𝑖=0

, (18) 

Autoencoders find applications in diverse domains, including data compression, image 

denoising, anomaly detection, and dimensionality reduction. By learning a compressed 

representation of high-dimensional data, autoencoders offer a means to reduce storage 

and memory requirements for datasets. Moreover, autoencoders have been successfully 

employed in spike detection for spike sorting tasks, where they learn templates of spike 

waveforms to facilitate the sorting process. 

3.4.2. β-VAE 

β-VAE, an extension of the variational autoencoder (VAE), builds upon the core concept 

of autoencoders. As described previously, autoencoders are neural networks that learn a 

compressed representation of data through an encoder and a decoder. The VAE, a type of 

autoencoder, introduces a probabilistic framework for modeling the input data and 

mapping it to a latent space. 
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The likelihood q(z|x) in VAE is approximated by the probabilistic encoder q, assuming a 

Gaussian distribution for q(z|x). This means that the probabilistic encoder outputs the 

mean and variance of the normal distribution q(z|x), represented as zi ∼ N(μi(x), σi(x)). 

In the context of β-VAE, the conditional probability of data x given latent variable z can 

be expressed as: 

𝑝(𝒙|𝒛) =
𝑞(𝒛|𝒙)𝑝(𝒙)

𝑝(𝒛)
 . (19). 

Here, 𝑝(𝒙|𝒛)represents the likelihood of observing data x given latent variable z, 𝑞(𝒛|𝒙) 

is the approximated likelihood derived from the probabilistic encoder, and 𝑝(𝒛) is the 

prior distribution of the latent variables. 

The prior distribution 𝑝(𝒛) is assumed to be a normal distribution, denoted as 𝑝(𝒛) = N(0, 

I), where N(0, I) represents a normal distribution with a mean of zero and a covariance 

matrix of identity. This assumption ensures that the latent variables follow a standard 

normal distribution, regularizing the latent space. 

The loss function of β-VAE, denoted as 𝐿𝛽−𝑉𝐴𝐸(𝜃, 𝜑; 𝛽), combines the reconstruction 

loss and the Kullback-Leibler (KL) divergence loss in the following way: 

𝐿𝛽−𝑉𝐴𝐸(𝜃, 𝜑; 𝛽) = E𝑞𝜑(𝒛|𝒙)[log 𝑝𝜃 (𝒙|𝒛)] − 𝛽DKL (𝑞𝜑(𝒛|𝒙) ||  𝑝(𝒛)) . (20) 

In equation (20), 𝐸𝑞𝜑(𝒛|𝒙)[𝑙𝑜𝑔 𝑝𝜃 (𝒙|𝒛)] represents the expected reconstruction loss, 

which measures the ability of the decoder to reconstruct the input data. 

𝐷𝐾𝐿 (𝑞𝜑(𝒛|𝒙) ||  𝑝(𝒛)) denotes the KL divergence loss, which ensures that the 

distribution of the latent space 𝑞(𝒛|𝒙) remains close to the prior distribution 𝑝(𝒛). The 

hyperparameter β controls the trade-off between the reconstruction loss and the KL 

divergence loss, allowing for the adjustment of the emphasis on disentanglement. 

By tuning the value of β, the loss function 𝐿𝛽−𝑉𝐴𝐸 promotes the disentanglement of latent 

variables in the learned representation. A higher β encourages more disentangled 

representations, where each dimension of the latent space corresponds to a distinct feature 

of the input data. Conversely, a lower β places greater emphasis on the reconstruction 

capability of the network. 
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In summary, β-VAE leverages the autoencoder concept and introduces a modified loss 

function to encourage disentangled latent representations. Equations (19) and (20) define 

the probabilistic framework of β-VAE, including the approximation of the likelihood by 

the probabilistic encoder and the formulation of the loss function. These equations 

highlight the probabilistic nature of β-VAE and its ability to learn compressed 

representations while promoting disentanglement. 

3.4.3. Model architecture  

The basis of the semi-supervised architecture (ELVISort) is a β-VAE, which is customized 

to fit the target task. The artificial neural network completes the detection, feature 

extraction and sorting phases. ELVISort was trained by applying the supervised paradigm 

to the detection/clustering and the unsupervised paradigm to the reconstruction part of the 

model. 

The input of ELVISort is a 2D matrix of electrophysiological signals, where rows 

correspond to channels and columns correspond to sampling points in time. A subsidiary 

goal was to train the network to effectively reconstruct the different input patterns from 

their compressed representations, which are coded by the different states of the latent 

space of the autoencoder. A proper representation offers the possibility of distinguishing 

spikes originating from different sources. To achieve this, multiple branches are used 

while training the autoencoder to ensure the emergence of a well-balanced latent space 

which is useful for classification and sorting as well. 

In spike analysis, time-domain feature extraction is as important as the inspection of 

space-domain-specific inter-channel relations. To exploit this concept, the main elements 

of ELVISort are long short-term memory (LSTM) (86), bidirectional LSTM (Bi-LSTM) 

(87) and 2D convolutional layers (88,89).  

During model development, several architecture combinations were tested, including 

purely 2D or 3D convolutional networks. To create a latent space with satisfactory 

generalization capability, good reconstruction capability is needed. As a metric to rank 

the performance of architecture types, the reconstruction loss was used; the architecture 

described here (Figure 1.) proved to be the best among all. In our experience, LSTM 
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layers were superior to convolution layers in terms of reconstruction when they were used 

alone; however, when combined, they outperformed the single-type architecture models. 

To prevent the model to overfit the training data, two regularization methods were used. 

The method of early stopping was used in conjunction with several dropout layers 

probability of 0.5.  

Figure 1. The architecture of ELVISort. The input of the model consists of a 2-

dimensional snippet. The encoder (a) contains two branches of different architecture 

types: BiLSTM and Conv2D. The results of these two branches are concatenated and fed 

to a series of dense layers, the final dense layer outputs the mean and standard deviation 

of each latent variable. In contrast to the encoder, the reconstruction branch is using only 

LSTM and transformer architecture. The output of ELVISort consists of a classification 

vector (b), a reconstruction of the input (c) and a soft layer assignment vector (d). These 

are produced by the supervised classifier branch containing dense layers (b)(yellow 

building blocks), the unsupervised reconstruction (c) and clustering branches (d) (green 

building blocks) respectively. (90) 

The encoder consists of two different branches: the LSTM-based branch processes data 

in the time domain, having a 2-dimensional matrix as input while the 2D CNN branch 

extracts spatiotemporal features from a 3-dimensional input. Note that in image 

processing, the third axis of the input for the first Conv2D layer usually corresponds to 

the color channels (e.g. R/G/B), in contrast to our model, where samples are lined up 

along the third axis. For the convolution branch 4 building blocks from GoogLeNet (91) 

were included beside dropout and convolutional layers. The outputs of the LSTM and 
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CNN branches are concatenated and combined non-linearly using fully connected layers. 

The last layer outputs the mean and variance of the latent inference. 

In the reconstruction branch, only LSTM elements were used: in our experience, a CNN 

branch in the reconstruction branch does not ameliorate the overall performance. An 

improvement in the generalization capability of the model was experienced upon the 

insertion of attention layers between LSTM layers (92). A custom layer was implemented 

to handle the inference of the latent variables based on their mean and variance 

approximated by the encoder. The latent space was constricted to improve clustering, 

finally a size of 32 was chosen. To further compress information, a hierarchical latent 

layout was used (93), moreover fully connected layers were applied to the latent variables 

to further decrease the size of the latent space: the higher latent layer had a total of 

8 dimensions, making a total of 40 latent variables. The latent space was visualized using 

t-distributed Stochastic Neighbor Embedding (t-SNE)  (94) and depicted in Figure 5. 

3.4.4. Preprocessing 

Having multiple datasets with different electrode alignments, general data characteristics 

and data encodings, we made use of the object-oriented features of Python, implementing 

the preprocessing as a base object and introducing polymorphism to the system only in 

relation to data and label loading, thus ensuring that every dataset is processed in a similar 

fashion. 

In the preprocessing phase, data is filtered between 300 and 3000 Hz (12)(13) using a 

Butterworth filter (95) of order 5. After this, a threshold is computed (eq.21) from the 

median and standard deviation of each channel, according to the formula below (having 

𝜃 as a multiplier constant for fine-tuning the positive/negative label ratio (PNR) of the 

generated data). 

 𝑇𝑐 =
median(𝐷𝑐)

0.6745
+ 𝜃 ∙ std(𝐷𝑐), (21) 

where 𝐷 is the filtered data, 𝐶 is the channel number and 𝑇 is the threshold. Different, 

although similar θ values were used for the datasets (Fiath dataset: θ = 3, Hybrid Janelia 

dataset: θ = 2.5, Kampff dataset: θ = 2) to obtain the best PNR. The following algorithm 

was performed to generate snippets for the artificial neural network: 
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Algorithm 1 Sample generation from preprocessed and filtered data 

Require:  𝑐 ∈ {0,1, … , 𝐶} : channel index 

Require:  𝑡 ∈ {0,1, … , 𝑇} : timestamp 

Require: 𝐷𝑡
𝑐: preprocessed data-point 

Require: 𝑇𝑟𝑐: threshold for the specific channel 

Require: 𝐹𝑡: filter mask, where 𝐹𝑡 = {
1,   𝑖𝑓 ∑ 𝑎𝑏𝑠(𝐷𝑡

𝑖) − 𝑇𝑟𝑖𝐶
𝑖=0 > 0

0,   𝑖𝑓 ∑ 𝑎𝑏𝑠(𝐷𝑡
𝑖) − 𝑇𝑟𝑖𝐶

𝑖=0 ≤ 0
 

Require: 𝑠𝑡: Snippet timespan in sample 

1: 𝐷𝑡
′ ← max(𝑎𝑏𝑠(𝐷𝑡)) ∙ 𝐹𝑡 

2: 𝑡 ← 0 

3: while t <  T do: 

4: if 𝐷𝑡
′ > 0 then 

5:  𝑐 ← 𝑎𝑟𝑔𝑚𝑎𝑥([𝐷𝑡−𝑠𝑡/2
′ , 𝐷𝑡+𝑠𝑡/2

′ ]) 

6:  if 𝑠𝑡 − 𝑐 > 𝑠𝑡/2 then 

7:   𝑡 ← 𝑡 + 𝑐 − 𝑠𝑡/2 

8:  end if  

9:  𝑆𝑎𝑚𝑝𝑙𝑒 ← [𝐷𝑡−𝑠𝑡/2, 𝐷𝑡+𝑠𝑡/2] 

10: end if 

11:  𝑡 ← 𝑡 + 1 

12: end for 

The above algorithm generates a filter mask (𝐹𝑡) for each channel, in which, for each 

above-threshold data-point the number 1 will be assigned, while for data-points with 

values not reaching the threshold value, the number 0 is assigned. The whole dataset is 

filtered with the aforementioned mask, so only the relevant values are kept. For every 

non-zero data-point, a snippet of length 𝑠𝑡 is generated. If multiple non-zero values are 

encountered within a snippet length, the one with the largest value will be considered as 

the center for the particular snippet (Algorithm 1, ln. 5). Important that every snippet is 

built from the non-filtered data-points, thus maintaining every information for the sorting 

algorithm.   

As snippet timespan, 64 samples for the Fiath and Kampff datasets and 32 samples for 

the Hybrid Janelia were chosen. 

Each recording from the Fiath and Kampff datasets were split into two major parts: 

training and test data, with the former consisting of the first 70% of the recording and the 

latter composed of the remaining 30%. The training split was further divided into training 

and validation splits, using 75% of the data for training and 25% for validation.  

In order to obtain a balanced dataset, two counter-measures were taken against the low 

PNR in the training data: the negative instances were downsampled (only a small random 

subset of the negative instances were used) and a weighting variable was introduced in 

the classifier branch loss that penalizes false negatives more than false positives. This 
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weighting variable’s value was determined empirically and was found that false negatives 

needed to be penalized in the Kampff dataset by 3 times more than false positives. 

3.5. Methods related to developing a deep learning solution for edge devices 

Figure 2. Schematics of the training. In the top subfigure (A), the self-supervised model 

is depicted during training. Pairs of inputs are provided to the model and are processed 

by a shared encoder, which produces a feature vector. This feature vector is then passed 

through a projection head and the NNCLR loss is calculated based on the output of the 

projection head. The loss is then backpropagated through the model. During inference, 

only the encoder is used. The resulting feature embeddings are used as labels in the 

supervised model depicted in the bottom subfigure (B). The supervised model is a single-

shot detector type object detection system, which has been modified to include a feature 

prediction branch. The goal of this branch is to learn the feature embeddings generated 

by the self-supervised model during training. (96) 

3.5.1. Nearest-neighbor contrastive learning 

Nearest-neighbor contrastive learning (NNCLR) (97) is a self-supervised learning 

method based on contrastive learning, in which the model outputs a feature vector.  In the 

contrastive learning paradigm, the model takes in two inputs and generates two different 

feature vectors. The contrastive loss function then either pulls the vectors together or 
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pushes them apart in the feature space, depending on whether the inputs are considered 

positive or negative pairs. This results in the model producing similar feature vectors for 

similar inputs and separable feature vectors for non-similar inputs. The similarity can be 

(and it is most of the cases) of higher order. To properly utilize this principle and 

effectively train the model in an unsupervised manner, it is necessary to augment the 

inputs to produce multiple similar input pairs for the contrastive model.  

NNCLR builds upon this principle by using nearest-neighbor to enhance the proximity 

between different views of the same sample, which are typically produced by data 

augmentation. In NNCLR, the nearest-neighbor component is used to select a similar 

point in the feature space (Q) for one of the feature vectors using nearest-neighbor (NN). 

The dot product is then calculated between the selected similar point and the other feature 

vector (which is l2 normalized). The other inputs in the mini-batch act as negative 

samples. The loss function, ℒ𝑖
𝑁𝑁𝐶𝐿𝑅 (eq. 22), is defined as the function of the two feature 

vectors (𝑧𝑖 𝑎𝑛𝑑 𝑧𝑖
+) which are generated by the model 𝜃 from the same input i in the 

given mini-batch using data augmentation ( 𝑧𝑖 = 𝜃(𝑎𝑢𝑔(𝑖𝑛𝑝𝑢𝑡𝑖)),  𝑧𝑖
+ =

𝜃(𝑎𝑢𝑔(𝑖𝑛𝑝𝑢𝑡𝑖)) ). Instead of calculating the dot product, NNCLR uses NN to select a 

similar point (𝑁𝑁(𝑧𝑖, 𝑄)) for one of the feature vectors. This selection is used in the loss 

function to pull the feature vectors for positive pairs together and push the feature vectors 

for negative pairs apart in the feature space. 

ℒ𝑖
𝑁𝑁𝐶𝐿𝑅 = − log

exp (
𝑁𝑁(𝑧𝑖,𝑄) ∙ 𝑧𝑖

+

𝜏
)

∑ exp (
𝑁𝑁(𝑧𝑖,𝑄) ∙ 𝑧𝑘

+

𝜏
)𝑛

𝑘=1

  (22) 

3.5.1.1. Preprocessing 

To extract relevant features from waveforms using NNCLR, waveforms were extracted 

from the dataset and the average of the waveforms was calculated for each cluster. 

Samples with single channel were then extracted from the waveforms which were 105 

datapoints long. The waveforms were normalized between [0, 1] to facilitate the learning 

of the waveforms themselves and avoid overfitting to the signal to noise ratio of the 

samples. Noise was introduced into the one-dimensional input through augmentations 

using random scaling (eq. 23) and jittering (eq. 24), which introduced multiplicative and 

additive noise with a normal distribution, respectively (eq. 25). 
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𝑠𝑐𝑎𝑙𝑖𝑛𝑔(𝑥) = 𝑥 ∗ 𝑟𝑎𝑛𝑑𝑜𝑚. 𝑛𝑜𝑟𝑚𝑎𝑙(𝑚𝑒𝑎𝑛 = 1, 𝑠𝑡𝑑𝑑𝑒𝑣 = 0.1) (5) 

𝑗𝑖𝑡𝑡𝑒𝑟𝑖𝑛𝑔(𝑥) =   𝑥 + 𝑟𝑎𝑛𝑑𝑜𝑚. 𝑛𝑜𝑟𝑚𝑎𝑙(𝑚𝑒𝑎𝑛 = 0, 𝑠𝑡𝑑𝑑𝑒𝑣 = 0.03) (24) 

𝑎𝑢𝑔(𝑥) =  𝑗𝑖𝑡𝑡𝑒𝑟𝑖𝑛𝑔(𝑠𝑐𝑎𝑙𝑖𝑛𝑔(𝑥)) (25) 

Positive pairs were formed using an instance i waveform from a cluster k and the average 

waveform of the same cluster (eq. 26, 27). (Figure 3.)  

𝑖𝑛𝑝𝑢𝑡𝑖,1
𝑘 = 𝑎𝑢𝑔(𝑥𝑖

𝑘) (26) 

𝑖𝑛𝑝𝑢𝑡2
𝑘 = 𝑎𝑢𝑔(

1

𝑁
∑ 𝑥𝑖

𝑘𝑁
𝑖=1 ) (27) 

 

Figure 3. Pairs of waveforms as inputs for self-supervised model. The pairs of inputs 

for the self-supervised model consists of an instance from a cluster and the mean template 

waveform of that cluster. The averaged waveform is showed in red, while the instance is 

depicted in blue. The normalization is done before the augmentation. The left column 

contains examples of input pairs before augmentation, while the right column contains 

examples of input pairs after augmentation. (96) 
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3.5.1.2. NNCLR modell 

The base model for NNCLR was constructed using Residual blocks, 1D convolution 

layers, Dense layers, and Batch normalization layers. (Figure 4) The input to the model 

is a 1D sample with shape (1x105), and the output is a vector with 32 dimensions (1x32). 

The residual blocks and convolution layers are used to extract features from the input 

sample, while the batch normalization layers help to stabilize the training process and 

improve the model's performance. Leaky ReLU activation function after the batch 

normalization layers introduces a small non-zero gradient for negative input values, 

allowing the model to learn more robust features. Together, these layers work to transform 

the input sample into a compact, low-dimensional feature vector that represents the 

underlying patterns in the data. The model depth is quite shallow, to enhance stability and 

avoid overfitting.  

Figure 4. Backbone model for embedding generation for NNCLR. The backbone of 

the NNCLR is a simple model made of customized 1D Residual Blocks, 1D convolution 

layers and Batch normalization. After every BatchNormalization layer a LeakyRelu 

activation layer is present as well, which is not depicted on this figure to increase clarity. 

The input is a 1-dimensional sample (of shape 1x105), while the output is a vector of 32 

dimensions (1x32). (96) 

The NNCLR architecture includes a projection head during training, but this block is 

removed during inference. The remaining backbone model, depicted in Figure 2. as the 

encoder, is used for unsupervised inference phase. In this phase, the feature vector of each 

mean waveform is extracted and saved as a label for use in the supervised phase.  

3.5.2. Single-shot detection  

Single-shot detector (SSD) models are anchor-based object detection models that use a 

set of pre-defined boxes, called anchor boxes or anchors, to identify objects in an input 

image. These anchor boxes are placed at various locations and scales throughout the 

image and are designed to overlap heavily, allowing the model to identify objects with 

high precision. To improve the accuracy of the detection, the model also predicts the 

transformation parameters that control the positions and sizes of the anchor boxes. This 

enables the model to adjust the boxes to better match the objects in the image, even if 
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they are shorter or have different aspect ratios than the anchor boxes. During inference, 

the model outputs a set of confidence scores for each anchor box, indicating the likelihood 

that the box contains an object. To select the best prediction for each object, non-max 

suppression (NMS) is applied to the overlapping boxes, taking into account the 

confidence scores. NMS removes lower confidence boxes that are highly overlapped with 

higher confidence boxes, leaving only the box with the highest confidence score for each 

object. This helps to reduce false positive detections and improve the overall accuracy of 

the model.  

The custom anchor system was designed to address the aspect ratio of waveforms when 

representing them on a 2D plane. The anchor boxes used had a universal width of 5 

channels, which was chosen for simplicity to match the width of the ground truth boxes. 

Using anchor boxes with different widths would not significantly impact performance 

because the model is able to predict the transformation parameters for the positions and 

sizes of the anchor boxes, allowing it to adjust the boxes to better fit the objects in the 

input image. The key factor in improving the precision of the detection is ensuring that 

the anchor boxes have good overlap with the objects in the image, as this allows the model 

to accurately predict the transformation parameters. 

Ground truth boxes were formed based on ground truth 2D points and had a universal 

width of 5 channels (covering an electrode space of approximately ~38 µm2), with the 

ground truth point placed in the middle.  This customization of the labeling generation 

and anchor system allows the model to accurately predict the transformation parameters 

of the anchor boxes, enabling it to adjust the boxes to better match the objects in the input 

image. The ability to predict these transformation parameters is important for improving 

the precision of the detection. The model predicted 1024 anchor boxes for each sample.  

3.5.3. MobileNetV2 

The SSD model was chosen based on the limitations of the edgeTPU hardware and the 

need for a simple yet efficient architecture. MobileNetV2 (98) and EfficientDet (99) were 

considered as two promising options. EfficientDet had higher accuracies according to 

previous research, but its greater complexity made it less practical for this use case, as it 

had lower inference speed. Therefore, MobileNetV2 was selected because it is a 

lightweight architecture supported by the edgeTPU and is well-suited for systems with 

limited computational resources. 
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MobileNetV2 is a neural network architecture designed for efficient mobile and 

embedded vision applications. It was developed by Google researchers in 2018 as an 

upgrade to the original MobileNet architecture. 

MobileNetV2 has a similar structure to MobileNet, but it introduces several new 

techniques to improve the efficiency and accuracy of the model. One of the key 

improvements is the use of residual connections, which allow for better gradient flow and 

enable deeper networks to be trained. 

The MobileNetV2 architecture is composed of a series of building blocks called "inverted 

residuals". Each inverted residual block consists of three main components: a linear 

upsampling, an inverted residual, and a linear bottleneck. 

The linear upsampling is another 1x1 convolutional layer that increases the number of 

input channels for the following layer. The next layer in the inverted residual block is a 

depthwise separable convolutions layer (100), which is computationally efficient and can 

capture spatial features effectively. The linear bottleneck is a 1x1 convolutional layer that 

reduces the number of output channels to match the desired output size.  

The alpha parameter, also known as the width multiplier, controls the width of the 

convolutional blocks in MobileNetV2 and determines the trade-off between accuracy and 

performance. A smaller alpha value results in decreased accuracy but increased 

performance due to reduced computational requirements, while a larger alpha value leads 

to increased accuracy but decreased performance. For this study, the MobileNetV2 was 

customized with an alpha value of 0.2. The MobileNetV2 was also customized by 

doubling the output dimensions while maintaining the depth of the original model, which 

greatly improved the model's performance. 

The output of the model consists of 3 different branches: box-, score- and feature 

prediction branches. The score and feature branches have a common, but separate branch 

from the box branch, branching at the end only. Both main branches use architectural 

elements from SSDLite introduced with MobileNetV2. The score prediction consists of 

2 different classes, where the model predicts the probability that a box is containing a 

spike or not. The feature prediction branch output has the same dimensions as the feature 

vectors generated by the previously described self-supervised model. For the box and 

score prediction, FocalLoss (101) was applied, while for the feature prediction the cosine 

similarity loss was calculated during training. The provided feature vector for the boxes 
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containing no-spikes was a vector of the same length filled with zero values. At inference, 

a postprocessing step is added to the model output, where an NMS is performed based on 

the box and score predictions and based on the results the predicted feature vectors are 

filtered as well. 

3.5.4. EdgeTPU 

To run the model in an embedded environment, EdgeTPU chip was chosen, which has as 

basis a Tensor Processing Unit (TPU) which is a specialized ASIC chip for deep-learning 

tasks. The TPU is built with a plethora of supported operations, however despite having 

a large basis of supported operations, it is still considered a limitation in the architecture 

designing process. To speed up the designing phase, known, supported architectures were 

chosen from. The EdgeTPU runs the operations in an efficient manner, requiring only 1 

Watt per 2 Tera Operations Per Second (TOPS). From the first node that the EdgeTPU 

encounters as being an unsupported operation, the execution will be performed on the 

CPU side. 

The evaluation of the model speed is done on two different TPU devices: a Coral 

Development Board Mini (CDBM), which consists of a MediaTek 8167s System on Chip 

(which integrates a Quad-core Arm Cortex-A35 CPU and an IMG PowerVR GE8300 

GPU), 2GB LPDDR3 and a TPU module; a Coral USB Accelerator (CUA) consisting of 

a TPU module with a USB 3.0 connector. The CUA acts as a peripheral to a PC with a 

configuration of AMD Ryzen 7 2700X Eight-Core Processor 3.70 GHz CPU, 16GB 

DDR3 RAM and a Nvidia GeForce RTX 2080 SUPER GPU.  

The inference speed is measured on both systems, measuring the net speed of the model 

inference on the TPU chip, and measuring the additional time needed by the NMS 

postprocessing. As the NMS is integrated into the model itself, the TFLite library will 

automatically take care of the data transfer between the CPU and TPU, because NMS 

runs only on CPU not being supported by the TPU. Thus, the execution can be divided 

into two major parts: spike detection and feature prediction executed on the TPU, and the 

postprocessing, like NMS and sorting will be effectuated on the CPU.  

To run the proposed model on the TPU, it is necessary to quantize the model, which 

involves converting the model's parameters from 32-bit float values to 8-bit integers. This 

process can often result in a performance drop, but to minimize this drop, a quantization-

aware training method was applied during the model's training. This technique involves 

introducing quantization noise during training, which allows the model to learn to be more 
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robust to the effects of quantization. When the model is then quantized for deployment, 

it should experience a smaller performance drop compared to a model that was not trained 

with quantization-aware training.   
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4. Results 

4.1. Results related to applying semi-supervised deep learning methods to spike 

sorting  

Figure 5. Latent spaces of train and test data for different datasets. The natural 

clustering capability of ELVISort can be observed on the latent spaces of the training (on 

the left) and test (on the right) data for the Hybrid Janelia (a), Fiath (b) and Kampff (c) 

datasets. Points with different colors represent different clusters: in cases (a) and (c) the 

available ground truth labels (74 and 2 clusters respectively), while in case (b) the 

manually curated labels provided by KiloSort were used for color coding (42 clusters). 

To visualize the 40-dimensional latent space, t-SNE was applied.  The figures show high 

spatial separation although they were generated without tuning t-SNE training parameters 

excessively. ELVISort generates latent variables with high spatial separation between 

true clusters on training data (left column) and maintains the high separability on never 

seen data as well (test data - right column). (90) 
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Figure 6. Reconstruction performance of ELVISort. Snippet pairs are from Hybrid 

Janelia (a), Fiath (b) and Kampff (c) test datasets. Each row corresponds to an individual 

snippet with the original instance on the left and the reconstructed on the right. The 

horizontal and vertical axes represent channels (there are 128 of them for all the datasets), 

and snippet timespan (64 for (b) and (c) and 32 for (a)), respectively. Despite the use of 

a high β value (β = 15), which according to studies makes reconstruction more 

challenging, vital information is preserved accurately while a fine noise reduction on the 

reconstructed snippets can be observed. All the snippets are normalized individually prior 

to processing and batch-wise using a batch normalization layer embedded in the model 

(due to this, color ranges of different pairs may differ). (90) 

 

 

  

DOI:10.14753/SE.2024.2989



51 

4.1.1. Results from the Kampff dataset 

ELVISort was trained and tested on the Kampff dataset (2015_09_03_Cell.9.0), but 

similarly to state-of-the-art spike detectors and sorters, it managed to produce good results 

from one recording only. This is due to the low signal-to-noise ratio (SNR) of the majority 

of the recordings: spikes of the patched neurons have an average peak-to-peak (P2P) 

amplitude smaller than 30.8 μV for the majority of the recordings because ground truth 

neurons are mostly located quite distantly from the MEA. 

It is worthwhile to note that the description of other spike sorting algorithms featuring the 

same dataset only report the one recording for which ELVISort gave good results. 

ELVISort identified the ground truth spikes from the Kampff recording 

2015_09_03_Cell.9.0 with an F1 score of 0.964 and an accuracy of 95% (for details, see 

Table 1). 

 

Table 1. Results of different algorithms from the SpikeForest website for recording 

2015_09_03_Cell.9.0 of the Kampff dataset. Recall and precision parameters are 

available on the SpikeForest website, F1 score for each algorithm was calculated by us. 

(90) 

 Recall Precision F1 score 

HerdingSpikes2 1.00 0.95 0.97 

IronClust 1.00 0.95 0.97 

JRClust 0.97 0.99 0.98 

KiloSort 1.00 0.96 0.98 

KiloSort2 0.95 0.94 0.94 

MountainSort4 0.55 0.93 0.69 

SpykingCircus 1.00 0.95 0.97 

Tridesclous 0.61 0.99 0.75 

ELVISort 0.95 0.98 0.96 
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4.1.2. Results from the Fiath dataset 

In order to test the detection performance on the Fiath dataset, the clusters were 

repartitioned (all the spikes were put in one group). ELVISort yielded results comparable 

to the ones given by the existing supervised learning methods. Having trained it separately 

on every recording, an average F1 score of 85.55% was produced for the validation and 

82.42% for the test set (see Figure 7a). 

To test classification capability, the non-spike cluster was excluded and ELVISort was 

trained on each recording separately. It performed very well in general, providing an 

average F1 score of 0.77 across the datasets (see Figure 7b). Only one of the 9 recordings 

yielded poor results (0.51 F1 score). 

Figure 7. Results from the Fiath dataset. Performance (F1 score) of ELVISort for the 

different Fiath recordings (1–9) aiming spike detection (a), classification (b) and both (c). 

For the supervised part, labels generated by KiloSort followed by manual correction were 

used. In the cases where classification is applied (subfigure b and c) a higher value of F1 

weighted score can be observed for the test datasets relative to the validation datasets. 

This seeming contradiction is overcome when one understands that the test datasets were 

longer recordings compared to validation. This latter fact means that frequent clusters 

outweigh those lower frequency clusters for which the model has a lower F1 score 

(possibly also due to their relatively low representation in the training data). (90) 

Finally, ELVISort was trained to perform the combined task (i.e. the detection and 

classification at the same time). It performed well, maintaining the peak performance of 

the previous “clustering only” phase (weighted F1 score: 0.96) while producing better 

results for the recording that had yielded poor performance previously (weighted F1 score: 

0.87). The average score has also improved providing an average of 0.84 F1 score over 
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the different recordings (see Figure 7c; the classification performance of the system for 

a representative recording is illustrated in Figure 8). 

Figure 8. Comparison of the classification results of ELVISort and KiloSort. The 

comparison was made using a representative recording from the Fiath dataset. Non-spike 

clusters were excluded for getting a more straightforward comparison. Each row 

corresponds to a cluster determined by the Kilosort algorithm, while the columns present 

the clusters determined by ELVISort. The cluster identifiers are shown at the very left 

and bottom of the table. The numbers in the matrix correspond to the number of matching 

events. The last column represents the number of spikes assigned to each cluster by 

KiloSort but not by ELVISort. The numbers in the second last row correspond to the 

events assigned to each cluster by ELVISort, but not by KiloSort. Our algorithm performs 

similar to KiloSort, sorting spikes in similar clusters as the compared algorithm.  Cluster 

nr. 33 was not identified by our algorithm, possibly due to the small number of 

occurrences (n=10, shown in the last column). (90) 
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4.1.3. Results from the Hybrid Janelia dataset 

The same combined (detector and sorter) model architecture that had been developed for 

the Fiath dataset was trained and tested on the Hybrid Janelia dataset. The performance 

was assessed with and without the non-spike cluster and no major differences were 

observed (see Table 2). The performance per cluster was also inspected, with respect to 

matched (true positives, TP) versus falsely matched (false positives + false negatives, 

FP+FN) snippets (Figure 9a). The performance of ELVISort in relation to maximum peak 

values of the different clusters has also been evaluated (Figure 9b). 

 

Table 2. Results of ELVISort for the Hybrid Janelia dataset. The results were the 

same for the model performing sorting only (S) and the model performing detection and 

sorting simultaneously (D+S). Values are calculated according to the methods described 

on the SpikeForest website (i.e. F1 score is determined without weighting cluster scores 

by cluster size). (90) 

 

 

 

 

  

 F1 score Accuracy 

HerdingSpikes2 0.62 0.44 

IronClust 0.83 0.71 

JRClust 0.63 0.46 

KiloSort 0.81 0.66 

KiloSort2 0.83 0.74 

MountainSort4 0.67 0.49 

SpykingCircus 0.83 0.70 

Tridesclous 0.74 0.59 

ELVISort (S) 0.81 0.67 

ELVISort (D+S) 0.81 0.67 
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Figure 9. The performance of ELVISort on the Hybrid Janelia dataset. 

(a) Detailed results per cluster. Cluster no. 1 represents the non-spike snippets. # – Cluster 

number, TP – True Positive, FP – False Positive, FN – False Negative.  

(b) Accuracies for different clusters plotted against the peak amplitude. 

Peak amplitude was computed averaging the maximum absolute spike amplitude from 

snippets where no other spike was present. (90) 
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4.1.4. Assessment of Sorting Efficiency 

The training and testing for ELVISort was perfomed on a Windows PC with i9-7920X 

with 64 GB RAM and a GeForce RTX 2080 Ti GPU. We relied on the fast 

implementations of basic layers and arithmetics from the Numpy, Scipy and Tensorflow2 

libraries. 

ELVISort was tested with respect to computational speed as well. During the test, the 

decoder module was removed (which was only necessary for the training phase). In order 

to avoid falsely optimistic results, data caching was disabled. Since CPU to GPU and 

GPU to CPU data transfers are one of the most time-consuming stages of GPU data 

processing, caching (i.e. storing data in GPU memory for further use) can make 

algorithms run faster. In real-time processing scenarios, however, caching is not an option.  

As test data, one of the recordings from the Hybrid Janelia (REC_64C_600S_12) was 

used with 64 channels. For other algorithms Docker containers were used, provided by 

the Spikeforest framework.   

Efficiency tests were dispatched on a Windows PC with i9-7920X with 64 GB RAM and 

an NVIDIA GeForce RTX 2080 Ti GPU. The batch of data, that can be processed depends 

heavily on the GPU memory capacity, a larger memory enabling a larger batch size of 

instances (batch size x instances) to be sorted. ELVISort could evaluate the 600 s long 

recording in 38.17 s. This corresponds to an execution speed which is 15.71 times faster 

than required to perform real-time operation, surpassing other solutions (see Table 3) 

ELVISort was measured in a way where every single incoming instance was evaluated, 

this can be reduced significantly with simple yet efficient online filtering methods, thus 

further reducing the sorting time of the whole measurement. In spite real-time data comes 

at the sampling rate, for future real-time multiple simultaneous measurement evaluation, 

faster-than-sampling-rate algorithms are needed. A faster-than-sampling-rate algorithm 

also has the potential to be run on smaller devices, where the performance is more limited, 

thus efficiency becomes a key aspect.  

To assess the computational efficiency of the model, the number of floating-point 

operations (FLOP) were determined. In order to process input data in real-time, a 

minimum computational performance of ~259 GFLOP/sec is needed. 

DOI:10.14753/SE.2024.2989



57 

We illustrate that ELVISort is the most efficient compared to other state-of-art methods 

in Figure 10., having a shorter runtime, while maintaining similar sorting performance.  

  

Table 3. Performance comparison of different spike sorting algorithms. The duration 

of evaluation of different algorithms based on the Hybrid Janelia recording: 

REC_64C_600S_12. Sorting time is represented in seconds, while xSpeed is described 

in eq.12. Despite ELVISort treats the 64 channel recording as a 128 channel recording by 

padding it, it has the least running duration among the compared. All but ELVISort were 

run from Docker containers obtained from the Spikeforest framework. To evaluate the 

speed compared to real-time, the duration of the recording (600 seconds) was divided by 

the sorting time of each algorithm. ELVISort was able to run 15.71 times faster than real-

time on the Hybrid Janelia dataset, achieving the fastest speed among the compared 

algorithms. (90). 

 

 

 

 

 

 

  

 Sorting time xSpeed 

Herdinspikes2 192.97 3.10 

IronClust 84.38 7.11 

JRClust 153.51 3.90 

KiloSort2 86.41 6.94 

MountainSort4 299.49 2.00 

SpykingCircus 2521.78 0.23 

ELVISort 38.17 15.71 
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Figure 10. Sorting efficiency of different solutions regarding F1 score and xSpeed. 

The X-axis represents the F1 scores, which are listed in Table 2, while the Y-axis 

represents the xSpeed of each solution (Table 3). xSpeed is a factor without upper 

boundary, while the F1 score is a normalized score between 0 and 1. The upper-right 

corner represents the ideal spike sorting solution: having a fast algorithm while 

maintaining a perfect F1 score (=1). Based on the examined algorithms, ELVISort proves 

to be the most efficient: compromising minimal sorting performance, yet achieving an 

xSpeed higher than any other compared algorithm. (90) 

4.2. Results concerning to developing a deep learning solution for edge devices 

4.2.1. Results of the unsupervised part  

Figure 11. Embedding of the waveforms after NNCLR training. Using the NNCLR 

method, a highly separable latent space is obtained. To visualize the high-dimensional 

space, t-SNE is applied for dimensionality reduction. In the figure, we can observe that 

different clusters overlap each other if their waveforms are similar while being separated 

from those that differ. (96) 
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Figure 12. Similarity matrices of spike clusters. Subfigure (A) shows similarity matrix 

between the different cluster-means. (B) depicts the normalized 1-distance between 

different clusters in the channel-axis. (C) subfigure is the combination of (A) and (B) both 

normalized between 0,1, are combined thus a similarity matrix is built which considers 

both distance and mean embedding between clusters. In subfigure (D) the normalized 

similarity matrix between the cluster template embeddings can be seen.  (96) 
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4.2.2. Results of the supervised part  

Table 4. Detection accuracy comparison.  Results of different algorithms on different, 

paired datasets. Two main datasets were used to compare our model to state-of-art spike 

sorting algorithms. (96) 

 

Table 5. Detection performance on hybrid data.  Results of average accuracies on the 

two hybrid data with multiple ground truth. The hybrid datasets are from the Hybrid 

Janelia dataset. (96) 

 

 

 

 

 

 

 

 

 

Algorithm 

Datasets 

Avg 

acc 
BOYDEN YGER 

1103_1_1 509_1_1 419_1_7 20170621 20170622_1 20170622_2 

HerdingSpikes2 (76) - - - 0,93 0,81 0,93 89* 

IronClust (77) 0,84 0,76 0,74 0,84 0,66 0,94 
79.6

7 

JRClust (77) 0,92 0,53 0,88 - - 0,94 
0,82

* 

KiloSort (56) 0,96 0,05 0,75 0,97 0,97 0,94 0,77 

KiloSort2  0,57 0,65 0,9 0,42 1 0,94 0,74 

MountainSort4 (45) 0,96 0,76 0,71 1 0,97 0,92 0,88 

SpykingCircus (58) 0,93 0,69 0,75 0,98 1 0,94 0,88 

Tridesclous (102) 0,89 0 0,71 0,98 0,96 0,94 0,74 

Average acc 0,86 0,49 0,77 0,87 0,91 0,93 
80.5

0 

Ours  0,96 0,73 0,88 1 1 1 0,93 

Datasets Average detection accuracy 

HS_64_12 95,69% 

HS_32_32 50,05% 
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Table 6. Clustering performance. Results of the two clustering methods used for the 

sorting of the features given by our model. (96) 

 

Table 7. Spike sorting performance. Comparison of the different spike sorting 

algorithms on two of the hybrid datasets.  (96) 

 

Table 8. Inference speed performance. Comparison of the inference speed of the 

different types of setups. Inference speed is composed of the model's computation time 

for making predictions and the time required for the non-maximum suppression (NMS) 

step. (96) 

 

 

  

Clustering algorithm 
Datasets 

HS_64_12 HS_32_32 

ISOSplit5 (45)  74,60% 69,90% 

Agglomerative clustering 89,85% 81,62% 

Algorithm 
Accuracy 

HS_64_12 HS_32_32 

HerdingSpikes2 0,79 0,47 

IronClust 0,86 0,52 

IRClust 0,89 0,53 

KiloSort 0,94 0,51 

KiloSort2 0,84 0,53 

MountainSort4 0,82 0,48 

SpykingCircus 0,91 0,54 

Tridesclous 0,87 0,54 

Mean 0,86 0,51 

Ours  0,86 0,42 

Setup NMS incl.  

PC CPU + GPU  3,95 msec 

PC CPU + USB accel 5.32 msec 

Coral DevBoard Mini 22,15 msec 
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5. Discussion 

5.1. Applying semi-supervised deep learning methods to spike sorting  

Despite multiple deep-learning based spike classification and/or sorting algorithms are 

present in the literature, to our knowledge, ELVISort is the first system that unifies spike 

detection and sorting with unsupervised deep learning architecture (i.e. β-VAE), and 

proved to be successful in performing the addressed tasks.  

It was demonstrated that a method that applies both supervised and unsupervised learning 

paradigms performs well compared to commonly used state-of-the-art methods. It 

surpasses many conventional spike sorting systems that are featured on the SpikeForest 

platform.  

The main objectives during training were the amelioration of the reconstruction capability 

of ELVISort and the disentanglement of its latent space; these two having a negative 

influence on each other meant that the effects of the parameter changes on these factors 

constantly had to be monitored. The reconstruction capability of ELVISort was kept very 

strong, despite the value of β was increased to 15 (the original and reconstructed snippets 

can be compared using Figure 3). The latter phenomenon was investigated previously 

and it was demonstrated, that β-VAE models with higher β value are significantly more 

robust to adversarial attacks and noisy data, compared to models with lower β value or 

Vanilla VAE (103).  

During the training of an unsupervised clustering autoencoder the so-called “feature 

randomness” can occur, which is resulting from the usage of pseudo-labels during 

training. Pseudo-labels are based on hypothetical similarities and in the process of 

generating these pseudo-labels, a significant portion of true labels are substituted by 

random ones, producing latent spaces that underfit the semanticity of natural datasets 

(104). In order to alleviate the impact of this phenomenon, another branch was used to 

regularize the latent space (the supervised/detector branch), especially in the early 

training phases, where feature randomness can have a bigger impact on the performance 

of the trained model.   

Another important phenomenon, the “feature drift” can deteriorate the performance of the 

final model as well. The feature drift occurs during model optimization when multiple 
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loss functions are present and they strongly compete with each other, which can lead to 

an underperforming model (104). In order to weight each loss component the most 

optimal way, 9-fold cross-validation on the Fiath dataset was performed using several 

different reconstruction/detection loss rates.  

The latent space was inspected during training. To compress information as much as 

possible, its disentanglement had to be facilitated. As previously noted, this was done by 

choosing a larger β value for the KL loss. 

As it had been anticipated, data mostly concentrated around the origin, although snippets 

belonging to different clusters formed separate distributions in the parameter space (see 

Figure 5 for details). Data were compressed without significant performance loss to a 

total of 40 latent variables, representing only 0.488% of the input. By being able to both 

reconstruct snippets previously unknown for ELVISort and segment the spikes with high 

accuracy using the latent space, it can be concluded that the construction of an end-to-end 

deep learning model capable of extracting spike-relevant information from 64 × 128 = 

8192 dimension inputs was successful. While in our model the unsupervised part had a 

good generalization capability, the supervised classifier branch showed a varying 

performance. We assume this is partly due to the great diversity of SNRs across the 

recordings. To test whether the performance of the classifier branch can be improved, the 

classifier of a pre-trained instance of ELVISort was fine-tuned (having its β-VAE part 

frozen) for a small number of epochs (n = 10) on a dataset unknown to the model. A great 

improvement in the F1 score was observed, from an initial 50.03% to 83.92%. This leads 

us to assume that applying few-shot learning methods to the classifier (like Reptile or 

First Order Model Agnostic Meta Learning) would enable us to efficiently fine-tune 

classifiers in the future. In its current form, for unsupervised use on a dataset where the 

number of clusters is unknown, we propose the usage of the sigmoid activation function 

on the classifier branch to assign soft labels to snippets and use a traditional clustering 

algorithm on these soft labels. Because the unsupervised part of the model is robust we 

can use the same parameters for different recordings and only the supervised 

classification branch has to be fine-tuned. 

Other real-time spike sorting systems offer integrated solutions like (47), however their 

performance regarding multi-channel recordings, is unknown. While not fully 
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unsupervised as the previously mentioned solutions, EVLISort offers similar sorting 

performance to offline algorithms while reducing runtime significantly.  

 

5.2. Developing a deep learning solution for edge devices  

5.2.1. Self-supervised model  

One of the limitations of some unsupervised learning algorithms is that they can be biased 

by the inclusion of labeled data or assumptions about the data. In the case of the self-

supervised model used in this paper, the inclusion of cluster-wise-averaged waveforms as 

one of the pairs for the contrastive learning process could be seen as introducing a 

supervised bias. However, to mitigate this potential bias, augmentation was applied to the 

cluster average waveforms as well. Additionally, using different clusters with similar 

average waveforms can also help to alleviate the impact of this bias, as shown in Figure 

11. In this figure, different clusters tend to overlap because the waveforms are very 

similar, which helps to avoid unnecessary cluster separation. Overall, these measures help 

to ensure that the self-supervised model is able to learn more generalized feature 

representations, rather than being overly influenced by any labeled data or assumptions 

about the data.  

 

To demonstrate the effectiveness of our approach in creating a general embedding space, 

and the overlapping clusters can be indeed resolved by using channel information, we 

generated similarity matrices to analyze the distinguishability of various clusters (Figure 

12).  These matrices were generated by training our model on two different datasets 

simultaneously, which allowed us to observe the separability of the different waveforms 

within these datasets. In order to further examine the separability of the clusters, we also 

included channel-distance information between the clusters in our analysis. This was 

necessary because the hybrid recordings we used to train our model contained similar 

waveforms that were used to generate different clusters on different channels. The 

combination of both types of information resulted in a highly separable matrix, 

demonstrating the ability of our model to create a general embedding space that is able to 

effectively separate different waveforms. 
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5.2.2. Supervised model  

Feature prediction and the detection of the individual spikes were assessed separately as 

well. To assess the performance of the detection of our model, we used paired recordings. 

This allowed us to compare the results to those of other existing solutions. The results, 

shown in Table 4., demonstrate that our model performs very well in terms of spike 

detection and is able to generalize to new recordings with different electrode parameters 

and waveform types. In fact, the results show that our model performs better and more 

consistently than current state-of-the-art methods, even though it is specifically designed 

for use on embedded systems. These results suggest that our model is a promising solution 

for accurate and reliable spike sorting in a variety of settings. 

A separate assessment was made for the two hybrid datasets, where detection, sorting and 

the combination of the two was considered (Figure 13.). The detection performance has 

a quite large gap between the two recordings (Table 5.): one of the probable explanations 

for this is that for the HS_64_12 recording cluster with the smallest SNR has an SNR 

value of 4.38, while for the HS_32_32 the minimum SNR is 0.34. The sorting of the found 

spikes show a more robust performance: while the Isosplit5 algorithm provides a faster 

sorting, the agglomerative clustering has a better performance on the generated feature 

space, however being the slower one. (Table 6.)  

Table 7. compares the spike sorting performance of our system with other methods. We 

demonstrate that our compact model can reach the performance of some of the offline 

sorters and comparable with other the state-of-the-art methods.  
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Figure 13. Embedded features after clustering. The features generated by our model. 

To the features NMS is applied, PCA and the results of the latter are then given as inputs 

for t-SNE to visualize the original 32-dimensional feature space in 2 dimensions. The 

clustering was performed after PCA, the different coloring representing different ground 

truth clusters. (96) 

5.3. TPU inference  

We tested the inference speed of our model on 128-channel samples in three different 

scenarios: a completely PC-based setup, where high performance CPU and GPU is 

available; a hybrid setup where high performance CPU is coupled with a TPU-based USB 

Accelerator, and a development-board-based setup, where a lower performance CPU is 

coupled with a TPU. The first setup was obviously the fastest, while the last one was the 

slowest one. The exported TFLite model is also heavily influenced by the speed of the 

CPU, because of the integrated NMS which runs on the CPU. The difference in latency 

time seen between the different setups in the Postprocessing included column in Table 

8., consists of the different processing speeds of the NMS node in the model. The CPU-

TPU setup can achieve real-time inference speed, being able to process recordings with 

sampling rate up to 24 kHz. In contrast, the DevBoard-setup has a slower inference speed, 

because of the lower CPU performance: in an online matter it can handle data with 6kHz 

sampling rate. 
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5.3.1. Scalability 

The presented system can also be scaled both data-wise as architecture wise. One of the 

benefits of such system is that it can be trained on more datasets at once but also the 

backbone architecture of both the unsupervised and supervised part can be improved 

according to the state-of-the-art methods.  

The presented system is designed to be scalable in two key ways. First, it can be trained 

on multiple datasets simultaneously, allowing it to learn a more generalized representation 

of the waveform properties. This is achieved by using a self-supervised model to extract 

relevant features from the waveforms, and a supervised object-detection-based model to 

detect spikes and predict the feature-vectors in the embedding-space learned by the self-

supervised model. This approach allows the system to be input-source agnostic, meaning 

it can be trained on data from different sources without requiring any prior knowledge of 

the recording conditions or electrode geometry. 

Second, the system can also be scaled in terms of architecture by using state-of-the-art 

methods to improve both the self-supervised and supervised components of the model. 

This means that the system can be updated to reflect advances in machine learning 

techniques, without requiring any hardware changes. The so created embedding system 

then can be updated without any hardware changes, effectively converting the problem 

of spike sorting from a hardware problem to a software problem at the level of embedded 

systems. This makes the problem of spike sorting more flexible and adaptable, allowing 

for more efficient and accurate spike sorting on various platforms and devices.  

Overall, the scalable nature of the system makes it a powerful tool for addressing the 

challenge of spike sorting in a variety of different contexts. 
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6. Conclusions 

The application of semi-supervised deep learning methods to spike sorting has yielded 

promising results. The proposed deep learning model, ELVISort, leverages the β-VAE 

architecture to efficiently detect and sort spikes. ELVISort successfully reduces the input 

data size to less than 0.5% of its original dimensions, thereby achieving notable gains in 

memory and time efficiency during the clustering process. The model's performance was 

rigorously assessed using publicly available datasets, demonstrating commendable F1 

scores on both the Hybrid Janelia and Kampff datasets. Furthermore, ELVISort 

showcased its viability for real-time applications, accomplishing spike processing within 

a substantially reduced timespan. These findings underscore the potential of ELVISort as 

a valuable tool in the development of memory and time-efficient brain-computer 

interfaces in the future. 

In the realm of deep learning solutions for edge devices, our model distinguishes itself as 

the pioneering deep learning-based solution capable of accommodating recordings with 

a high number of channels, while being deployable on embedded systems, particularly on 

TPUs and at the same time, being able to exhibit a performance similar to existing state-

of-art methods on unseen recordings.  

  

DOI:10.14753/SE.2024.2989



69 

7. Summary 

We are faced with the challenge of accurately detecting and evaluating neural cell 

activities due to the increasing number of recording sites on silicon-based probes. To 

overcome this challenge, we have developed highly automated signal processing tools. 

Our focus is on deep learning-based spike sorting systems that aim to achieve high 

efficiency and performance comparable to offline spike sorting methods, while enabling 

real-time processing. 

In our approach, we have developed ELVISort, a spike sorting model that combines the 

detection and clustering of different action potentials using deep learning. We have tested 

ELVISort on multiple independent datasets and achieved high average F1 scores. Notably, 

ELVISort exhibits real-time processing capabilities, enabling it to execute computations 

for a given sample length significantly faster than the actual duration.  

Additionally, we have proposed another deep learning-based spike sorting system that 

combines unsupervised and supervised paradigms. Our system learns a general feature 

embedding space and effectively detects neural activity in raw data. An advantage of our 

system is its ability to be trained on multiple diverse datasets simultaneously, resulting in 

greater generalizability compared to previous models. We have demonstrated that our 

proposed system achieves accuracy on par with state-of-the-art offline spike sorting 

methods. Moreover, our system has the potential to run on edge TPUs, which opens up 

possibilities for integrating it into wearable electronic devices for advanced brain-

computer interfaces. 

By developing these deep learning-based spike sorting systems, we aim to address the 

challenge of accurately detecting and evaluating neural cell activities. Our systems offer 

high performance, efficiency, and real-time processing capabilities. They also have the 

potential to leverage AI-specific hardware, such as GPUs and TPUs, for parallel 

processing. 
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